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Abstract

We investigate the arithmetic properties of coefficients of Maass forms in

three contexts. First, we discuss connections to invariants of real and imagi-

nary quadratic fields, expanding on the work of Zagier and Duke-Imamoḡlu-

Tóth. Next, we examine the deep relationship between sums of Kloosterman

sums and Maass cusp forms, motivated by work of Kuznetsov and Sarnak-

Tsimerman, among others. Finally, we focus on the classical mock theta

functions of Ramanujan, and give a simple proof of the mock theta conjec-

tures using the modern theory of harmonic Maass forms, especially work

of Zwegers and Bringmann-Ono, together with the theory of vector-valued

modular forms.
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1 Introduction

A weak Maass form of weight k is a real analytic function on the upper-half

plane H which satisfies a modular transformation in weight k with respect

to some subgroup of the modular group SL2(Z), is an eigenfunction of the

weight k hyperbolic Laplacian, and has at most linear exponential growth

at the cusps.1 Weak Maass forms with Laplace eigenvalue 0 are called

harmonic Maass forms, and those which are holomorphic on H are called

weakly holomorphic modular forms.

Each weak Maass form f has a Fourier expansion of the form

f(τ) =
∑
n∈Q

n�−∞

a(n, y)e(nx).

Here, and throughout, τ = x+ iy ∈ H and e(x) := exp(2πix). Motivated by

the general principle that important sequences in number theory are often

related to the coefficients of modular forms, a natural problem is to determine

what arithmetic data, if any, is encoded in the coefficients of weak Maass

forms.

In this thesis, we investigate the arithmetic properties of coefficients of

Maass forms in three directions. First, we discuss connections to invariants

of real and imaginary quadratic fields, expanding on the work of Zagier and

Duke-Imamoḡlu-Tóth. Next, we examine the deep relationship between sums

of Kloosterman sums and Maass cusp forms, motivated by work of Kuznetsov

and Sarnak-Tsimerman, among others. Finally, we focus on the classical mock

theta functions of Ramanujan, and give a simple proof of the mock theta

conjectures using the modern theory of harmonic Maass forms, especially work

of Zwegers and Bringmann-Ono, together with the theory of vector-valued

modular forms.2

1There are a few different conventions used in defining Maass forms, the Laplacian, etc.,
even in this thesis. In the introduction we will be intentionally vague and wait until later
to sort this all out.

2The work on sums of Kloosterman sums (Chapter 5) and the mock theta conjectures
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1.1 Invariants of quadratic fields and mock

modular forms

At the 1932 International Congress of Mathematicians in Zurich, David

Hilbert said that “the theory of complex multiplication (of elliptic modular

functions) which forms a powerful link between number theory and analysis,

is not only the most beautiful part of mathematics but also of all science”

(see [Sc]). The theory of complex multiplication involves special values of the

modular j-invariant

j(τ) =
1

q
+ 744 + 196884q + · · · , q := e2πiτ ,

which is a weakly holomorphic modular form of weight 0 on SL2(Z). For any

triple of integers (a, b, c) for which a > 0 and d := b2 − 4ac < 0, the values

j

(
−b+

√
d

2a

)
(1.1.1)

are algebraic integers called singular moduli. One of the most beautiful results

in the theory of complex multiplication asserts that if d is a fundamental

discriminant (i.e. the discriminant of Q(
√
d)) then the singular modulus

(1.1.1) generates the Hilbert class field of Q(
√
d). More generally, every

abelian extension of Q(
√
d) can be generated by the singular moduli, together

with roots of unity and special values of certain elliptic functions (see [Cox,

§11] for an excellent treatment of this story).

Hilbert’s twelfth problem asks for the generalization of this theory to

abelian extensions of any number field. Despite heroic efforts, essentially

nothing is known about the next (supposedly) simplest case, that of the

real quadratic fields. However, many fascinating connections between real

quadratic fields and modular forms exist; for instance, the groundbreaking

work of Duke, Imamoḡlu, and Tóth [DIT] connects invariants of real and

imaginary quadratic fields to coefficients of harmonic Maass forms.

(Chapter 6) together represent the completion of the research proposed in the author’s
Dissertation Completion Fellowship proposal.

The results of Section 1.1, together with the corresponding Chapters 3 and 4, appeared
in the papers [A1] and [A2].
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Briefly, a harmonic Maass form is a weak Maass form which is annihilated

by the hyperbolic Laplacian (i.e. has eigenvalue 0). Such forms have a

canonical decomposition f = f+ + f− into the holomorphic part f+ (also

called a mock modular form) and the nonholomorphic part f−. There is a

differential operator ξk which sends harmonic Maass forms of weight k to

weakly holomorphic modular forms of weight 2− k, and the modular form

ξkf = ξkf
− is called the shadow of f+.

For a nonzero integer d ≡ 0, 1 (mod 4), let Qd denote the set of integral

binary quadratic forms Q(x, y) = [a, b, c] = ax2 + bxy+ cy2 with discriminant

d = b2 − 4ac which are positive definite if d < 0. The modular group

Γ1 = PSL2(Z) acts on these quadratic forms as

(γ.Q)(x, y) = Q(Dx−By,−Cx+ Ay) for γ =

(
A B

C D

)
∈ Γ1.

It is well-known that the set Γ1\Qd forms a finite abelian group under

Gaussian composition. For Q ∈ Qd, let ΓQ denote the stabilizer of Q in Γ1.

Suppose first that d < 0. If Q ∈ Qd then Q(τ, 1) has exactly one root τQ

in H, namely

τQ =
−b+

√
d

2a
.

Here ΓQ = {1} unless Q ∼ [a, 0, a] or Q ∼ [a, a, a], in which case ΓQ has order

2 or 3, respectively. For f ∈ C[j], we define the modular trace of f by

Trd(f) :=
∑

Q∈Γ1\Qd

1

|ΓQ|
f(τQ). (1.1.2)

A theorem of Zagier [Z1] states that, for j1 := j − 744, the series

g1(τ) :=
1

q
− 2−

∑
0>d≡0,1(4)

Trd(j1) q−d

is in M !
3/2, the space of weakly holomorphic modular forms of weight 3/2

on Γ0(4) which satisfy the plus space condition (see Section 3.2 for details).

Zagier further showed that g1 is the first member of a basis {gD}0<D≡0,1(4) for

M !
3/2. Each function gD is uniquely determined by having a Fourier expansion
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of the form

gD(τ) = q−D −
∑

0>d≡0,1(4)

a(D, d)q−d. (1.1.3)

The coefficients a(D, d) with D a fundamental discriminant are given by

a(D, d) = −Trd,D(j1),

where Trd,D denotes the twisted trace

Trd,D(f) :=
1√
D

∑
Q∈Γ1\QdD

χD(Q)

|ΓQ|
f(τQ), (1.1.4)

and χD : QdD → {±1} is defined in (3.1.2) below.

The coefficients of the forms in Zagier’s basis {gD} also appear as coeffi-

cients of forms in the basis {fD}0≥D≡0,1(4) given by Borcherds in Section 14

of [Bo]. Borcherds showed that the coefficients of the fD are the exponents

in the infinite product expansions of certain meromorphic modular forms.

Suppose now that Q has positive nonsquare discriminant; then Q(τ, 1)

has two irrational real roots. Let SQ denote the geodesic in H connecting the

roots, oriented counter-clockwise if a > 0 and clockwise if a < 0. In this case

the stabilizer ΓQ is infinite cyclic, and CQ := ΓQ\SQ defines a closed geodesic

on the modular curve. In analogy with (1.1.4) we define, for dD > 0 not a

square,

Trd,D(f) :=
1

2π

∑
Q∈Γ1\QdD

χD(Q)

∫
CQ

f(τ)
dτ

Q(τ, 1)
. (1.1.5)

Let M+
1/2 denote the space of mock modular forms of weight 1/2 on Γ0(4)

satisfying the plus space condition (see Section 3.2 for definitions). A beautiful

result of Duke, Imamoḡlu, and Tóth [DIT] shows that the twisted traces

(1.1.4) and (1.1.5) appear as coefficients of mock modular forms in a basis

{fD}D≡0,1(4) for M+
1/2. When D < 0, the form fD is a weakly holomorphic

modular form, and is uniquely determined by having a Fourier expansion of

the form

fD(τ) = qD +
∑

0<d≡0,1(4)

a(d,D)qd.

The coefficients a(d,D) are the same as those in (1.1.3). Therefore, when

D is a fundamental discriminant, they are given in terms of twisted traces.
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When D > 0 the mock modular form fD is uniquely determined by being

holomorphic at ∞ and having shadow equal to 2gD. Let

fD(τ) =
∑

0<d≡0,1(4)

a(d,D) qd.

If D is a fundamental discriminant and dD is not a square, then Theorem 3

of [DIT] shows that

a(d,D) = Trd,D(j1).

In [DIT] the coefficients a(d,D) for square dD are defined as infinite series

involving Kloosterman sums and the J-Bessel function. The authors leave

an arithmetic or geometric interpretation of these coefficients as an open

problem.

When the discriminant of Q is a square, the stabilizer ΓQ is trivial. In

this case the geodesic CQ connects two elements of P1(Q), but since any

f ∈ C[j] has a pole at ∞ (which is Γ1-equivalent to every element of P1(Q)),

the integral ∫
CQ

f(τ)
dτ

Q(τ, 1)
(1.1.6)

diverges. This is the obstruction to a geometric interpretation of the modular

trace for square discriminants. In a recent paper, Bruinier, Funke, and

Imamoḡlu [BFI] address this issue by regularizing the integral (1.1.6) and

showing that the corresponding modular traces

Trd(j1) =
1

2π

∑
Q∈Γ1\Qd

∫ reg

CQ

j1(τ)
dτ

Q(τ, 1)

give the coefficients of f1. Their proof is quite different than the argument

given in [DIT] for nonsquare discriminants. It involves a regularized theta lift

and applies to a much more general class of modular functions (specifically,

weak harmonic Maass forms of weight 0 on any congruence subgroup of Γ1).

Here we provide an alternate definition of Trd,D when dD is a square and

show that the corresponding coefficients of fD are given in terms of convergent

integrals of functions j1,Q which are related to j1. Furthermore, using this

definition we show that a suitable modification of the proof of Theorem 3 of

[DIT] for nonsquare discriminants works for all discriminants.

We first define a sequence of modular functions {jm}m≥0 which forms a
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basis for the space C[j]. We let j0 := 1 and for m ≥ 1 we define jm to be the

unique modular function of the form

jm(τ) = q−m +
∑
n>0

cm(n)qn.

Note that j1 = j − 744 was already defined above.

We define the functions jm,Q as follows. When the discriminant of Q is

a square, each root of Q(x, y) corresponds to a cusp α = r
s
∈ P1(Q) with

(r, s) = 1. Let γα := ( ∗ ∗s −r ) ∈ Γ1 be a matrix that sends α to ∞, and define

jm,Q(τ) := jm(τ)− 2
∑

α∈{roots of Q}

sinh(2πm Im γατ) e(mRe γατ).

Note that there are only two terms in the sum. When dD > 0 is a square, we

define the twisted trace of jm by

Trd,D(jm) :=
1

2π

∑
Q∈Γ1\QdD

χD(Q)

∫
CQ

jm,Q(τ)
dτ

Q(τ, 1)
. (1.1.7)

Remark. If α is a root of Q and σ ∈ Γ1, then σα is a root of σQ (see (3.1.1)

below). Since γσασ = γα, we have jm,σQ(στ) = jm,Q(τ). Together with (3.1.3)

below and the fact that χD(σQ) = χD(Q), this shows that the summands in

(1.1.7) remain unchanged by Q 7→ σQ. Therefore Trd,D(jm) is well-defined.

Theorem 1.1.1. Suppose that 0 < d ≡ 0, 1 (mod 4) and that D > 0 is a

fundamental discriminant. With Trd,D(j1) defined in (1.1.5) and (1.1.7) for

nonsquare and square dD, respectively, the function

fD(τ) =
∑

0<d≡0,1(4)

Trd,D(j1) qd

is a mock modular form of weight 1/2 for Γ0(4) with shadow 2gD.

It is instructive to consider the special case d = D = 1. In this case, there

is one quadratic form Q = [0, 1, 0] with roots 0 and ∞, so CQ is the upper

half of the imaginary axis. Then

jm,Q(iy) = jm(iy)− 2 sinh(2πmy)− 2 sinh(2πm/y),

6



and we have

lim
y→0+

jm,Q(iy)

y
= −4πm.

Since jm,Q(iy)/y = O(1/y2) as y →∞, the integral

Tr1,1(jm) =
1

2π

∫ ∞
0

jm,Q(iy)
dy

y
(1.1.8)

converges. Theorem 1.1.1 shows that Tr1,1(j1) = −16.028 . . . is the coefficient

of q in the mock modular form f1.

Remark. The regularization in [BFI, eq. (1.10)] of the integral (1.1.6) essen-

tially amounts to replacing the divergent integral∫ ∞
1

e2πy dy

y
=

∫ −∞
−2π

e−t
dt

t

by −107.47 . . ., which is the Cauchy principal value of the integral∫ ∞
−2π

e−t
dt

t
.

This is equivalent to assigning the value 0 to the integral∫ ∞
0

(2 sinh(2πy) + 2 sinh(2π/y))
dy

y
,

so the values of Tr1,1(j1) in [BFI] and (1.1.8) agree.

The modular traces Trd,D(jm) for m > 1 are also related to the coefficients

a(D, d). With the modular trace now defined when dD is a square, we

obtain Theorem 3 of [DIT] with the condition “dD not a square” removed.

Theorem 1.1.1 follows as a corollary.

Theorem 1.1.2. Let a(D, d) be the coefficients defined above. For 0 < d ≡
0, 1 (mod 4) and D > 0 a fundamental discriminant we have

Trd,D(jm) =
∑
n|m

(
D

m/n

)
n a(n2D, d). (1.1.9)

It is natural to ask whether there are other spaces of harmonic Maass

forms which have bases whose coefficients encode real and imaginary quadratic

data. This is indeed the case; here we turn our attention to H !
5/2(χ), the
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space of harmonic Maass forms of weight 5
2

which transform as

f(γτ) = χ(γ)(cτ + d)
5
2f(τ) for all γ = ( a bc d ) ∈ SL2(Z).

Here χ is the multiplier system defined by

χ(γ) :=
η(γτ)√

cτ + d η(τ)
for any τ ∈ H,

where η is the Dedekind eta-function

η(τ) := q
1
24

∏
k≥1

(1− qk). (1.1.10)

We will show that the coefficients of forms in H !
5/2(χ) are given by traces

of singular invariants, that is, sums of CM values of certain weight 0 weak

Maass forms on Γ0(6) in the imaginary quadratic case, or cycle integrals of

those forms over geodesics on the modular curve

X0(6) := ̂Γ0(6)\H

in the real quadratic case.

In [AA1], the author and Ahlgren constructed an infinite basis {hm}m≡1(24)

for H !
5/2(χ). For m < 0 the hm are holomorphic, while for m > 0 they are

nonholomorphic harmonic Maass forms whose shadows are weakly holomor-

phic modular forms of weight −1
2
. The first element, P := h1, has Fourier

expansion3

P (τ) = i q
1
24 +

∑
0<n≡1(24)

n p(1, n)q
n
24

− iβ(−y)q
1
24 +

∑
0>n≡1(24)

|n| p(1, n)β(|n|y)q
n
24 , (1.1.11)

where β(y) is the normalized incomplete gamma function

β(y) :=
Γ
(
−3

2
, πy

6

)
Γ(−3

2
)

=
3

4
√
π

∫ ∞
πy
6

e−tt−
5
2dt.

3Note that here, and in (1.1.17) and (1.1.18), we have renormalized the functions P
and hm from [AA1]. See (4.4.1) below.
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The function P (τ) is of particular interest since ξ5/2(P ) is proportional to

η−1(τ) = q−
1
24 +

∑
0>n≡1(24)

p
(

1−n
24

)
q
|n|
24 ,

where p
(

1−n
24

)
is the ordinary partition function. Corollary 2 of [AA1] shows

that that for negative n ≡ 1 (mod 24) we have p(1, n) =
√
|n| p

(
1−n
24

)
.

Building on work of Hardy and Ramanujan [HR], Rademacher [R1, R2]

proved an exact formula for p(k) (see Section 1.2). Using Rademacher’s

formula, Bringmann and Ono [BO1] showed that p(k) can be written as a

sum of CM values of a certain nonholomorphic Maass-Poincaré series on Γ0(6).

Later Bruinier and Ono [BrO] refined the results of [BO1]; by applying a

theta lift to a certain weight −2 modular form, they obtained a new formula

for p(k) as a finite sum of algebraic numbers.

The formula of Bruinier and Ono involves a certain nonholomorphic,

Γ0(6)-invariant function P (τ), which the authors define in the following way.

Let

F (τ) :=
1

2
· E2(τ)− 2E2(2τ)− 3E2(3τ) + 6E2(6τ)

(η(τ)η(2τ)η(3τ)η(6τ))2
= q−1 − 10− 29q − . . . ,

where E2 denotes the weight 2 quasi-modular Eisenstein series

E2(τ) := 1− 24
∞∑
n=1

∑
d|n

dqn.

The function F (τ) is in M !
−2(Γ0(6), 1,−1), the space of weakly holomorphic

modular forms of weight −2 on Γ0(6), having eigenvalues 1 and −1 under

the Atkin-Lehner involutions W6 and W2, respectively (see Section 4.1 for

definitions). The function P (τ) is the weak Maass form given by

P (τ) :=
1

4π
R−2F (τ) = −

(
q
d

dq
+

1

2πy

)
F (τ),

where R−2 is the Maass raising operator of weight −2 (see Section 4.1).

For each n ≡ 1 (mod 24) and r ∈ {1, 5, 7, 11}, let

Q(r)
n := {[a, b, c] ∈ Qn : 6 | a and b ≡ r (mod 12)} .

9



Here [a, b, c] denotes the quadratic form ax2 + bxy + cy2. The group Γ6 :=

Γ0(6)/{±1} acts on Q(r)
n , and for each r we have the canonical isomorphism

(see [GKZ, Section I])

Γ6\Q(r)
n

∼−→ Γ1\Qn. (1.1.12)

Bruinier and Ono [BrO, Theorem 1.1] proved the finite algebraic formula

p
(

1−n
24

)
=

1

|n|
∑

Q∈Γ6\Q(1)
n

P (τQ), (1.1.13)

for each 0 > n ≡ 1 (mod 24). Therefore the coefficients of the nonholomorphic

part of P (τ) are given in terms of singular invariants (note the similarity

with the expression (1.1.2)).

For the holomorphic part of P (τ) one might suspect by analogy with

(1.1.5) that the traces

∑
Q∈Γ6\Q(1)

n

∫
CQ

P (τ)
dτ

Q(τ, 1)
(1.1.14)

give the coefficients p(1, n). However, as we show in the remarks following

Proposition 4.4.1 below, the traces (1.1.14) are identically zero whenever n is

not a square. In order to describe the arithmetic nature of the coefficients

p(1, n), we must introduce the function P (τ, s), of which P (τ) is the spe-

cialization at s = 2 (see Section 4.1 for the definition of P (τ, s)). Similarly,

for each Q ∈ Q(1)
n whose discriminant is a square, we will define PQ(τ, s), a

dampened version of P (τ, s) (see Section 4.2). These are analogues of the

functions j1,Q(τ) and are defined in (4.2.13) below. Then, for each n ≡ 1

(mod 24) we define the trace

Tr(n) :=



1√
|n|

∑
Q∈Γ6\Q(1)

n

P (τQ) if n < 0,

1

2π

∑
Q∈Γ6\Q(1)

n

∫
CQ

[
∂

∂s
P (τ, s)

∣∣∣∣
s=2

]
dτ

Q(τ, 1)

if n > 0
is not a square,

1

2π

∑
Q∈Γ6\Q(1)

n

∫
CQ

[
∂

∂s
PQ(τ, s)

∣∣∣∣
s=2

]
dτ

Q(τ, 1)

if n > 0
is a square.

(1.1.15)

We have the following theorem which provides an arithmetic interpretation
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for the coefficients of P (τ) by relating them to the traces (1.1.15). It is a

special case of Theorem 1.1.4 below.

Theorem 1.1.3. For each n ≡ 1 (mod 24) we have

p(1, n) = Tr(n). (1.1.16)

Remark. Since p(1, n) =
√
|n| p

(
1−n
24

)
for 0 > n ≡ 1 (mod 24), Theorem 1.1.3

recovers the algebraic formula (1.1.13) of Bruinier and Ono. However, our

proof is quite different than the proof given in [BrO].

Recall that P = h1 is the first element of an infinite basis {hm} for H5/2(χ).

We turn to the other harmonic Maass forms hm for general m ≡ 1 (mod 24).

For negative m, we have the Fourier expansion (see [AA1, Theorem 1])

hm(τ) = |m|
3
2 q

m
24 −

∑
0<n≡1(24)

|mn| p(m,n)q
n
24 . (1.1.17)

These forms are holomorphic on H and can be constructed using η(τ) and

j′(τ) := −q d
dq
j(τ). We list a few examples here.

23−
3
2h−23 = η j′

= q−
23
24 − q

1
24 − 196 885 q

25
24 − . . . ,

47−
3
2h−47 = η j′(j − 743)

= q−
47
24 − 2 q

1
24 − 21 690 645 q

25
24 − . . . ,

71−
3
2h−71 = η j′(j2 − 1487j + 355 910)

= q−
71
24 − 3 q

1
24 − 886 187 500 q

25
24 − . . . .

For positive m, we have the Fourier expansion (see [AA1, Theorem 1])

hm = im
3
2 q

m
24 +

∑
0<n≡1(24)

mnp(m,n)q
n
24

− im
3
2β(−my)q

m
24 +

∑
0>n≡1(24)

|mn| p(m,n)β(|n|y)q
n
24 . (1.1.18)

For these m, the shadow of hm is proportional to the weight −1
2

form

gm(τ) := m−
3
2 q−

m
24 +

∑
0>n≡1(24)

|mn|−
1
2 p(n,m)q

|n|
24 ,
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with p(n,m) as in (1.1.17). When mn < 0, we have the relation p(n,m) =

−p(m,n). The first few examples of these forms are

g1 = η−1

= q−
1
24 + q

23
24 + 2 q

47
24 + 3 q

71
24 + 5 q

95
24 + 7 q

119
24 + . . . ,

53g25 = η−1(j − 745)

= q−
25
24 + 196 885 q

23
24 + 21 690 645 q

47
24 + . . . ,

73g49 = η−1(j2 − 1489j + 160 511)

= q−
49
24 + 42 790 636 q

23
24 + 40 513 206 272 q

47
24 + . . . .

We also have the relation p(m,n) = p(n,m) when m,n > 0 (see [AA1,

Corollary 2]).

In order to give an arithmetic interpretation for the coefficients p(m,n)

for general m, we require a family of functions {Pv(τ, s)}v∈N whose first

member is P1(τ, s) = P (τ, s). We construct these functions in Section 4.1

using nonholomorphic Maass-Poincaré series. The specializations Pv(τ) :=

Pv(τ, 2) can be obtained by raising the elements of a certain basis {Fv}v∈N of

M−2(Γ0(6), 1,−1) to weight 0. The functions Fv are uniquely determined by

having Fourier expansion Fv(τ) = q−v + O(1). They are easily constructed

from F and the Γ0(6)-Hauptmodul

J6(τ) :=

(
η(τ)η(2τ)

η(3τ)η(6τ)

)4

+

(
3
η(3τ)η(6τ)

η(τ)η(2τ)

)4

= q−1 − 4 + 79q + 352q2 + . . . .

For example, F1 = F and

F2 = F (J6 + 14) = q−2 − 50− 832 q − . . . ,

F3 = F (J2
6 + 18J6 + 27) = q−3 − 190− 7371 q − . . . ,

F4 = F (J3
6 + 22J2

6 + 20J6 − 1160) = q−4 − 370− 48 640 q − . . . .

We also require functions Pv,Q(τ, s) for each quadratic form with square

discriminant. These are dampened versions of the functions Pv(τ, s), and are

constructed in Section 4.2.

With χm : Q(1)
mn → {−1, 0, 1} as in (4.2.7) below, we define the general

12



twisted traces for m,n ≡ 1 (mod 24) by

Trv(m,n) :=



1√
|mn|

∑
Q∈Γ6\Q(1)

mn

χm(Q)Pv(τQ) if mn < 0,

1

2π

∑
Q∈Γ6\Q(1)

mn

χm(Q)

∫
CQ

[
∂

∂s
Pv(τ, s)

∣∣∣
s=2

]
dτ

Q(τ, 1)

if mn > 0
is not a
square,

1

2π

∑
Q∈Γ6\Q(1)

mn

χm(Q)

∫
CQ

[
∂

∂s
Pv,Q(τ, s)

∣∣∣
s=2

]
dτ

Q(τ, 1)
if mn > 0
is a square.

(1.1.19)

The following theorem relates the coefficients p(m,n) to these twisted

traces, giving an arithmetic interpretation of the coefficients p(m,n) for all

m,n.

Theorem 1.1.4. Suppose that m,n ≡ 1 (mod 24) and that m is squarefree.

For each v ≥ 1 coprime to 6 we have

Trv(m,n) =
∑
d|v

d

(
m

v/d

)(
12

d

)
p(d2m,n). (1.1.20)

Remark. The construction of the harmonic Maass forms hm for m > 0 relies

heavily on the fact that the space of cusp forms of weight 5/2 with multiplier

system χ is trivial (see [AA1, §3.3]). It would be interesting to generalize

Theorem 1.1.4 to other weights; however, the presence of cusp forms in higher

weights would add significant complications.

In the proof of Theorem 1.1.4 we will encounter the Kloosterman sum

K(a, b; c) :=
∑

d mod c
(d,c)=1

eπis(d,c)e

(
da+ db

c

)
, (1.1.21)

where d denotes the inverse of d modulo c. Here s(d, c) is the Dedekind sum

s(d, c) :=
c−1∑
r=1

r

c

(
dr

c
−
⌊
dr

c

⌋
− 1

2

)
(1.1.22)

which appears in the transformation formula for η(z) (see Section 2.8 of

[I2]). The presence of the factor eπis(d,c) makes the Kloosterman sum quite

difficult to evaluate. The following formula, proved by Whiteman in [Wh], is
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attributed to Selberg and gives an evaluation in the special case a = 0:

K(0, b; c) =

√
c

3

∑
` mod 2c

(3`2+`)/2≡b(c)

(−1)` cos

(
6`+ 1

6c
π

)
. (1.1.23)

Theorem 1.1.5 below is a generalization of (1.1.23) which is of independent

interest. For each v with (v, 6) = 1 and for each pair m,n ≡ 1 (mod 24) with

m squarefree, define

Sv(m,n; 24c) :=
∑

b mod 24c
b2≡mn(24c)

(
12

b

)
χm

([
6c, b, b

2−mn
24c

])
e

(
bv

12c

)
. (1.1.24)

It is not difficult to show (see (4.3.3) below) that the right-hand side of

(1.1.23) is equal to
1

4
S1(1, 24b+ 1; 24c).

Theorem 1.1.5. Suppose that n = 24n′ + 1 and that M = v2m = 24M ′ + 1,

where m is squarefree and (v, 6) = 1. Then

K(M ′, n′; c) = 4

√
c

3

(
12

v

) ∑
u|(v,c)

µ(u)
(m
u

)
Sv/u(m,n; 24c/u). (1.1.25)

Using Theorem 1.1.5 we obtain a bound for the size of the individual

Kloosterman sums K(a, b, c) which is reminiscent of Weil’s bound [W]

|S(m,n, c)| ≤ τ(c)(m,n, c)
1
2
√
c (1.1.26)

for the ordinary Kloosterman sums (see Section 1.2), where τ(c) is the number

of divisors of c.

Corollary 1.1.6. Assuming the notation of Theorem 1.1.5, we have

K(M ′, n′; c)� τ((v, c))τ(c)(mn, c)
1
2
√
c. (1.1.27)
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1.2 Kloosterman sums and Maass cusp

forms of half-integral weight

The ordinary Kloosterman sum

S(m,n, c) =
∑

d mod c
(d,c)=1

e

(
md+ nd

c

)

plays a leading part in analytic number theory. Indeed, many problems can

be reduced to estimates for sums of Kloosterman sums (see, for example, [HB]

or [Sa]). The sums S(m,n, c) arise in the theory of modular forms of even

integral weight on SL2(Z) with trivial multiplier. Kloosterman sums with

general weights and multipliers on subgroups of SL2(Z) have been studied

by Bruggeman [Br2], Goldfeld-Sarnak [GS], and Pribitkin [Pr], among others.

Here we focus on the multiplier system χ for the Dedekind eta function and

the associated Kloosterman sums

S(m,n, c, χ) =
∑

0≤a,d<c
( a bc d )∈SL2(Z)

χ

((
a b

c d

))
e

(
m̃a+ ñd

c

)
, m̃ := m− 23

24
.

(1.2.1)

In this section we follow the notation of [GS]; in the notation of the previous

section, we have S(m,n, c, χ) =
√
iK(m− 1, n− 1; c). The sums S(m,n, c, χ)

are intimately connected to the partition function p(n), and we begin by

discussing an application of our main theorem to a classical problem.

In the first of countless important applications of the circle method, Hardy

and Ramanujan [HR] proved the asymptotic formula

p(n) ∼ 1

4
√

3n
eπ
√

2n/3

(and in fact developed an asymptotic series for p(n)). Perfecting their method,

The results of Section 1.2, together with those of Chapter 5, are joint with Scott
Ahlgren and appear in the paper [AA2].
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Rademacher [R1, R2] proved that

p(n) =
2π

(24n− 1)
3
4

∞∑
c=1

Ac(n)

c
I 3

2

(
π
√

24n− 1

6c

)
, (1.2.2)

where I 3
2

is an I-Bessel function,

Ac(n) :=
∑

d mod c
(d,c)=1

eπis(d,c)e

(
−dn
c

)
,

and s(d, c) is a Dedekind sum (see (2.1.4) below). The Kloosterman sum

Ac(n) is a special case of (1.2.1); in particular we have (see §2.3.7 below)

Ac(n) =
√
−iS(1, 1− n, c, χ). (1.2.3)

The series (1.2.2) converges rapidly. For example, the first four terms give

p(100) ≈ 190 568 944.783 + 348.872− 2.598 + 0.685

= 190 569 291.742,

while the actual value is p(100) = 190 569 292.

A natural problem is to estimate the error which results from truncating

the series (1.2.2) after the Nth term, or in other words to estimate the

quantity R(n,N) defined by

p(n) =
2π

(24n− 1)
3
4

N∑
c=1

Ac(n)

c
I 3

2

(
π
√

24n− 1

6c

)
+R(n,N). (1.2.4)

Since Iν(x) grows exponentially as x→∞, one must assume that N �
√
n

in order to obtain reasonable estimates. For α > 0, Rademacher [R1, (8.1)]

showed that

R(n, α
√
n)�α n

− 1
4 .

Lehmer [L1, Theorem 8] proved the sharp Weil-type bound

|Ac(n)| < 2ωo(c)
√
c, (1.2.5)

where ωo(c) is the number of distinct odd primes dividing c. Shortly thereafter

16



[L2] he used this bound to prove that

R(n, α
√
n)�α n

− 1
2 log n. (1.2.6)

In 1938, values of p(n) had been tabulated for n ≤ 600 [Gu]. Using (1.2.5),

Lehmer showed [L1, Theorem 13] that p(n) is the nearest integer to the series

(1.2.2) truncated at 2
3

√
n for all n > 600.

Building on work of Selberg and Whiteman [Wh], Rademacher [R3] later

simplified Lehmer’s treatment of the sums Ac(n). Rademacher’s book [R4,

Chapter IV] gives a relatively simple derivation of the error bound n−
3
8 using

these ideas.

Using equidistribution results for Heegner points on the modular curve

X0(6), Folsom and Masri [FM] improved Lehmer’s estimate. They proved

that if 24n− 1 is squarefree, then

R

(
n,
√

n

6

)
� n−

1
2
−δ for some δ > 0. (1.2.7)

Using the estimates for sums of Kloosterman sums below, we obtain an

improvement in the exponent, and we (basically) remove the assumption that

24n − 1 is squarefree. For simplicity in stating the results, we will assume

that

24n− 1 is not divisible by 54 or 74. (1.2.8)

As the proof will show (c.f. Section 5.6) the exponent 4 in (1.2.8) can be

replaced by any positive integer m; such a change would have the effect of

changing the implied constants in (1.2.9) and (1.2.10).

Theorem 1.2.1. Suppose that α > 0. For n ≥ 1 satisfying (1.2.8) we have

R
(
n, α n

1
2

)
�α,ε n

− 1
2
− 1

168
+ε. (1.2.9)

Our method optimizes when N is slightly larger with respect to n.

Theorem 1.2.2. Suppose that α > 0. For n ≥ 1 satisfying (1.2.8) we have

R
(
n, α n

1
2

+ 5
252

)
�α,ε n

− 1
2
− 1

28
+ε. (1.2.10)

Remark. Suppose, for example, that 24n − 1 is divisible by 54. Then n

has the form n = 625m + 599, so that p(n) ≡ 0 (mod 625) by work of
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Ramanujan [BeO, Section 22]. A sharp estimate for R(n,N) for such n is less

important since p(n) can be determined by showing that |R(n,N)| < 312.5.

The situation is similar for any power of 5 or 7.

Remark. The estimates in Theorems 1.2.1 and 1.2.2 depend on progress

toward the Ramanujan–Lindelöf conjecture for coefficients of certain Maass

cusp forms of weight 1/2. Assuming the conjecture, we can use the present

methods to prove

R(n, αn
1
2 )�α,ε n

− 1
2
− 1

16
+ε.

The analogue of Linnik and Selberg’s conjecture ((1.2.12) below) would give

R(n, αn
1
2 )�α,ε n

− 3
4

+ε.

Computations suggest that this bound would be optimal.

Theorems 1.2.1 and 1.2.2 follow from estimates for weighted sums of the

Kloosterman sums (1.2.1). For the ordinary Kloosterman sum S(m,n, c),

Linnik [Li] and Selberg [Se] conjectured that there should be considerable

cancellation in the sums ∑
c≤x

S(m,n, c)

c
. (1.2.11)

Sarnak and Tsimerman [ST] studied these weighted sums for varying m,n

and put forth the following modification of Linnik and Selberg’s conjecture

with an “ε-safety valve” in m,n:

∑
c≤x

S(m,n, c)

c
�ε (|mn|x)ε. (1.2.12)

Using the Weil bound [W]

|S(m,n, c)| ≤ τ(c)(m,n, c)
1
2
√
c, (1.2.13)

where τ(c) is the number of divisors of c, one obtains

∑
c≤x

S(m,n, c)

c
� τ((m,n))x

1
2 log x.

Thus the conjecture (1.2.12) represents full square-root cancellation.

The best current bound in the x-aspect for the sums (1.2.11) was obtained

18



by Kuznetsov [Ku], who proved for m,n > 0 that

∑
c≤x

S(m,n, c)

c
�m,n x

1
6 (log x)

1
3 .

Recently, Sarnak and Tsimerman [ST] refined Kuznetsov’s method, making

the dependence on m and n explicit. They proved that for m, n > 0 we have

∑
c≤x

S(m,n, c)

c
�ε

(
x

1
6 + (mn)

1
6 + (m+ n)

1
8 (mn)

θ
2

)
(mnx)ε,

where θ is an admissible exponent toward the Ramanujan–Petersson conjecture

for coefficients of weight 0 Maass cusp forms. By work of Kim and Sarnak

[Ki, Appendix 2], the exponent θ = 7/64 is available. A generalization of

their results to sums taken over c which are divisible by a fixed integer q is

given by Ganguly and Sengupta [GSe].

We study sums of the Kloosterman sums S(m,n, c, χ) defined in (1.2.1).

In view of (1.2.3) we consider the case when m and n have mixed sign (as

will be seen in the proof, this brings up a number of difficulties which are not

present in the case when m, n > 0).

Theorem 1.2.3. For m > 0, n < 0 we have

∑
c≤x

S(m,n, c, χ)

c
�ε

(
x

1
6 + |mn|

1
4

)
|mn|ε log x.

While Theorem 1.2.3 matches [ST] in the x aspect, it falls short in the mn

aspect. As we discuss in more detail below, this is due to the unsatisfactory

Hecke theory in half-integral weight. This bound is also insufficient to

improve the estimate (1.2.6) for R(n,N); for this we sacrifice the bound in

the x-aspect for an improvement in the n-aspect. The resulting theorem,

which for convenience we state in terms of Ac(n), leads to the estimates of

Theorems 1.2.1 and 1.2.2.

Theorem 1.2.4. Fix 0 < δ < 1/2. Suppose that n ≥ 1 satisfies (1.2.8).

Then ∑
c≤x

Ac(n)

c
�δ,ε n

1
4
− 1

56
+εx

3
4
δ +

(
n

1
4
− 1

168
+ε + x

1
2
−δ
)

log x.

As in [Ku] and [ST], the basic tool is a version of Kuznetsov’s trace

formula. This relates sums of the Kloosterman sums S(m,n, c, χ) weighted
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by a suitable test function to sums involving Fourier coefficients of Maass

cusp forms of weight 1/2 and multiplier χ. Proskurin [P2] proved such a

formula for general weight and multiplier when mn > 0; in Section 5.2 we

give a proof in the case mn < 0. (Blomer [Bl] has recorded this formula for

twists of the theta-multiplier by a Dirichlet character.)

The Maass cusp forms of interest4 are functions which transform like

Im(τ)
1
4η(τ) and which are eigenfunctions of the weight 1/2 Laplacian ∆1/2

(see Section 2.3 for details). To each Maass cusp form F we attach an

eigenvalue λ and a spectral parameter r which are defined via

∆ 1
2
F + λF = 0

and

λ =
1

4
+ r2.

We denote the space spanned by these Maass cusp forms by S 1
2
(1, χ).

Denote by {uj(τ)} an orthonormal basis of Maass cusp forms for this space,

and let rj denote the spectral parameter attached to each uj . Then (recalling

the notation ñ = n− 23
24

), uj has a Fourier expansion of the form

uj(τ) =
∑
n 6=0

ρj(n)W sgn(n)
4

,irj
(4π|ñ|y)e(ñx),

where Wκ,µ(y) is the W -Whittaker function (see §2.3.2). In Section 5.2 we

will prove that

∑
c>0

S(m,n, c, χ)

c
φ

(
4π
√
m̃|ñ|
c

)
= 8
√
i
√
m̃|ñ|

∑
rj

ρj(m)ρj(n)

chπrj
φ̌(rj),

(1.2.14)

where φ is a suitable test function and φ̌ is the K-Bessel transform

φ̌(r) := ch πr

∫ ∞
0

K2ir(u)φ(u)
du

u
. (1.2.15)

In Section 5.3 we introduce theta lifts (as in Niwa [N], Shintani [Sh]) which

give a Shimura-type correspondence

S 1
2
(N,ψχ, r)→ S0(6N,ψ2, 2r). (1.2.16)

4These are a different kind of Maass form than those of the previous section.

20



Here Sk(N, ν, r) denotes the space of Maass cusp forms of weight k on Γ0(N)

with multiplier ν and spectral parameter r. These lifts commute with the

action of the Hecke operators on the respective spaces, and in particular allow

us to control the size of the weight 1/2 Hecke eigenvalues, which becomes

important in Section 5.6. The existence of these lifts shows that there are no

small eigenvalues; this fact is used in Sections 5.4, 5.5, and 5.7. In particular,

from (1.2.16) it will follow that if S1/2(1, χ, r) 6= 0 then either r = i/4 or

r > 1.9.

To estimate the right-hand side of (1.2.14), we first obtain a mean value

estimate for the sums

|ñ|
∑

0<rj≤x

|ρj(n)|2

chπrj
.

In analogy with Kuznetsov’s result [Ku, Theorem 6] in weight 0, we prove in

Section 5.1 a general mean value result for weight ±1/2 Maass cusp forms

which has the following as a corollary.

Theorem 1.2.5. With notation as above, we have

|ñ|
∑

0<rj≤x

|ρj(n)|2

chπrj
=


x

5
2

5π2
+Oε

(
x

3
2 log x+ |n|

1
2

+εx
1
2

)
if n < 0,

x
3
2

3π2
+Oε

(
x

1
2 log x+ n

1
2

+ε
)

if n > 0.

We then require uniform estimates for the Bessel transform (1.2.15), which

are made subtle by the oscillatory nature of Kir(x) for small x and by the

transitional range of the K-Bessel function. In Section 5.4 we obtain estimates

for φ̌(r) which, together with Theorem 1.2.5, suffice to prove Theorem 1.2.3.

To prove Theorem 1.2.4 we require a second estimate for the Fourier coef-

ficients ρj(n). In [ST] such an estimate is obtained via the simple relationship

a(n) = λ(n)a(1)

satisfied by the coefficients a(n) of a Hecke eigenform with eigenvalue λ(n).

This relationship is not available in half-integral weight (the best which one

can do is to relate coefficients of index m2n to those of index n). As a

substitute, we employ an average version of a theorem of Duke [D1].

Duke proved that if a(n) is the n-th coefficient of a normalized Maass cusp

form in S1/2(N,
(
D
•

)
νθ, r) (νθ is the theta-multiplier defined in §2.1) then for
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squarefree n we have

|a(n)| �ε |n|−
2
7

+ε|r|
5
2
− sgn(n)

4 ch
(
πr
2

)
.

This is not strong enough in the r-aspect for our purposes (Baruch and Mao

[BM] have obtained a bound which is stronger in the n-aspect, but even

weaker in the r-aspect).

Here we modify Duke’s argument to obtain an average version of his result.

We prove in Theorem 5.6.1 that if the uj as above are eigenforms of the Hecke

operators T (p2), p - 6, then we have

∑
0<rj≤x

|ρj(n)|2

chπrj
�ε |n|−

4
7

+εx5− sgnn
2 , (1.2.17)

for any collection of values of n such that 24n−23 is not divisible by arbitrarily

large powers of 5 or 7.

1.3 The mock theta conjectures

In his last letter to Hardy, dated three months before his death in early

1920, Ramanujan briefly described a new class of functions which he called

mock theta functions, and he listed 17 examples [BR, p. 220]. These he

separated into three groups: four of third order, ten of fifth order, and three

of seventh order. The fifth order mock theta functions he further divided into

two groups5; for example, four of these fifth order functions are

f0(q) =
∞∑
n=0

qn
2

(−q; q)n
, f1(q) =

∞∑
n=0

qn(n+1)

(−q; q)n
,

F0(q) =
∞∑
n=0

q2n2

(q; q2)n
, F1(q) =

∞∑
n=0

q2n(n+1)

(q; q2)n+1

.

Here we have used the q-Pochhammer notation (a; q)n :=
∏n−1

m=0(1− aqm).

The mock theta conjectures are ten identities found in Ramanujan’s lost

The results of Section 1.3 and Chapter 6 appear in the paper [A3].
5While Ramanujan reused the letters f , φ, ψ, χ, and F in each group, the usual

convention is to write those in the first group with a subscript ‘0’ and those in the second
group with a subscript ‘1’.
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notebook, each involving one of the fifth-order mock theta functions. The

identities for the four mock theta functions listed above are (following the

notation of [GM1, p. 206], and correcting a sign error in the fourth identity

in that paper; see also [AG, GM2])

f0(q) = −2q2M
(

1

5
, q10

)
+ θ4(0, q5)G(q), (1.3.1)

f1(q) = −2q3M
(

2

5
, q10

)
+ θ4(0, q5)H(q), (1.3.2)

F0(q)− 1 = qM
(

1

5
, q5
)
− qψ(q5)H(q2), (1.3.3)

F1(q) = qM
(

2

5
, q5
)

+ ψ(q5)G(q2). (1.3.4)

Here

M(r, q) :=
∞∑
n=1

qn(n−1)

(qr; q)n(q1−r; q)n
,

the functions θ4(0, q) and ψ(q) are theta functions, and G(q) and H(q) are the

Rogers-Ramanujan functions (see Section 6.1 for definitions). Andrews and

Garvan [AG] showed that the mock theta conjectures fall naturally into two

families of five identities each (according to Ramanujan’s original grouping),

and that within each family the truth of any one of the identities implies

the truth of the others via straightforward q-series manipulations. Shortly

thereafter Hickerson [H] proved the mock theta conjectures by establishing the

identities involving f0(q) and f1(q). According to Gordon and McIntosh [GM2,

p. 106], the mock theta conjectures together form “one of the fundamental

results of the theory of [mock theta functions]” and Hickerson’s proof is a

“tour de force.”

In his PhD thesis [Zw], Zwegers showed that the mock theta functions can

be completed to real analytic modular forms of weight 1/2 by multiplying by

a suitable rational power of q and adding nonholomorphic integrals of certain

unary theta series of weight 3/2. This allows the mock theta functions to be

studied using the theory of harmonic Maass forms. Bringmann, Ono, and

Rhoades remark in [BOR, p. 1087] that their Theorem 1.1, together with

the work of Zwegers, reduces the proof of the mock theta conjectures to “the

verification of two simple identities for classical weakly holomorphic modular

forms.” Zagier makes a similar comment in [Z2, §6]. Following their approach,

Folsom [Fo] reduced the proof of the χ0(q) and χ1(q) mock theta conjectures

to the verification of two identities in the space of modular forms of weight
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1/2 for the subgroup G = Γ1(144 · 102 · 54). Since [SL2(Z) : G] ≥ 5 × 1013,

this computation is currently infeasible.

In Chapter 6 we provide a conceptual, unified proof of the mock theta

conjectures that relies neither on computational verification nor on the work

Andrews and Garvan [AG]. Our method proves four of the ten mock theta

conjectures simultaneously; two from each family (namely the identities

(1.3.1)–(1.3.4) above). Four of the remaining six conjectures can be proved

using the same method, and the remaining two follow easily from the others

(see Section 6.4).

To accomplish our goal, we recast the mock theta conjectures in terms

of an equality between two nonholomorphic vector-valued modular forms

F and G of weight 1/2 on SL2(Z) which transform according to the Weil

representation (see Lemma 6.2.1 below), and we show that the difference

F −G is a holomorphic vector-valued modular form. Employing a natural

isomorphism between the space of such forms and the space J1,60 of Jacobi

forms of weight 1 and index 60, together with the result of Skoruppa that

J1,m = {0} for all m, we conclude that F = G.
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2 Background

In this chapter, we give some background information on multiplier systems,

holomorphic modular forms, and two types of nonholomorphic modular forms:

harmonic Maass forms and Maass cusp forms. In the literature it is typical to

see two different definitions of Maass forms. In this thesis, the first definition

is used in Chapters 3, 4, and 6, while the second is used in Chapter 5. We will

remind the reader of the local definitions at the beginning of each chapter.

While we are primarily interested in Maass forms of integral or half-integral

weight, it is often no more complicated to describe the general case. Thus,

until stated otherwise, k is a real number.

2.1 Multiplier systems

Suppose that Γ is a congruence subgroup of level N for some N ≥ 1; i.e. Γ

contains the subgroup

Γ(N) :=

{(
a b

c d

)
∈ SL2(Z) :

(
a b

c d

)
≡
(

1 0

0 1

)
(mod N)

}
.

We will primarily work with the congruence subgroups

Γ0(N) :=

{(
a b

c d

)
∈ SL2(Z) :

(
a b

c d

)
≡
(
∗ ∗
0 ∗

)
(mod N)

}

Γ1(N) :=

{(
a b

c d

)
∈ SL2(Z) :

(
a b

c d

)
≡
(

1 ∗
0 1

)
(mod N)

}
.

We say that ν : Γ→ C× is a multiplier system of weight k if

(i) |ν| = 1,

(ii) ν(−I) = e−πik, and
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(iii) ν(γ1γ2) J(γ1γ2, τ)k = ν(γ1)ν(γ2) J(γ2, τ)kJ(γ1, γ2τ)k for all γ1, γ2 ∈
Γ, where J(γ, τ) = cτ + d for γ = ( ∗ ∗c d ).

If ν is a multiplier system of weight k, then it is also a multiplier system of

weight k′ for any k′ ≡ k (mod 2), and the conjugate ν is a multiplier system

of weight −k. If ν1 and ν2 are multiplier systems of weights k1 and k2 for

the same group Γ, then their product ν1ν2 is a multiplier system of weight

k1 + k2 for Γ.

When k is an integer, a multiplier system of weight k for Γ is simply a

character of Γ which satisfies ν(−I) = e−πik. If ψ is an even (resp. odd)

Dirichlet character modulo N , we can extend ψ to a multiplier system of even

(resp. odd) integral weight for Γ by setting ψ(γ) := ψ(d) for γ = ( a bc d ).

Given a cusp a let Γa := {γ ∈ Γ : γa = a} denote its stabilizer in Γ, and

let σa denote the unique (up to translation by ± ( 1 ∗
0 1 ) on the right) matrix

in SL2(R) satisfying σa∞ = a and σ−1
a Γaσa = Γ∞. Define αν,a ∈ [0, 1) by the

condition

ν

(
σa

(
1 1

0 1

)
σ−1
a

)
= e(−αν,a).

We say that a is singular with respect to ν if ν is trivial on Γa, that is, if

αν,a = 0. For convenience we write αν for αν,a when a = ∞. Note that if

αν > 0 then

αν = 1− αν . (2.1.1)

We are primarily interested in the multiplier system χ of weight 1/2 on

SL2(Z) (and its conjugate χ of weight −1/2) where

η(γτ) = χ(γ)
√
cτ + d η(τ), γ =

(
a b

c d

)
∈ SL2(Z), (2.1.2)

and η is the Dedekind eta function defined in (1.1.10). From condition (ii)

above we have χ(−I) = −i. From the definition of η(τ) we have χ(( 1 1
0 1 )) =

e(1/24); it follows that

αχ =
23

24
and αχ =

1

24
,

so the unique cusp∞ of SL2(Z) is singular neither with respect to χ nor with

respect to χ.

For γ = ( a bc d ) with c > 0 there are two useful formulas for χ. Rademacher
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(see, for instance, (74.11), (74.12), and (71.21) of [R4]) showed that

χ(γ) =
√
−i e−πis(d,c) e

(
a+ d

24c

)
, (2.1.3)

where s(d, c) is the Dedekind sum

s(d, c) =
c−1∑
r=1

r

c

(
dr

c
−
⌊
dr

c

⌋
− 1

2

)
. (2.1.4)

On the other hand, Petersson (see, for instance, §4.1 of [K]) showed that

χ(γ) =


(
d

c

)
e
(

1

24

[
(a+ d)c− bd(c2 − 1)− 3c

] )
if c is odd,(

c

d

)
e
(

1

24

[
(a+ d)c− bd(c2 − 1) + 3d− 3− 3cd

] )
if c is even.

(2.1.5)

We will also encounter the multiplier system νθ of weight 1/2 on Γ0(4N)

defined by

θ(γτ) = νθ(γ)
√
cτ + d θ(τ), γ ∈ Γ0(4N),

where

θ(τ) :=
∑
n∈Z

e(n2τ).

Explicitly, we have

νθ

((
a b

c d

))
=
( c
d

)
ε−1
d , (2.1.6)

where
( ·
·

)
is the extension of the Kronecker symbol given e.g. in [S] and

εd =
(−1

d

) 1
2

=

1 if d ≡ 1 (mod 4),

i if d ≡ 3 (mod 4).

Let Γ0(N,M) denote the subgroup of Γ0(N) consisting of matrices whose

upper-right entry is divisible by M . Equation (2.1.5) shows that

χ(γ) =
(
c

d

)
e
(
d− 1

8

)
for γ =

(
a b

c d

)
∈ Γ0(24, 24).
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This implies that

χ

((
a 24b

c/24 d

))
=
(

12

d

)(
c

d

)
ε−1
d for

(
a b

c d

)
∈ Γ0(576), (2.1.7)

which allows one to relate Maass forms with multiplier χ on SL2(Z) to those

with multiplier
(

12
•

)
νθ on Γ0(576).

2.2 Harmonic Maass forms

Harmonic Maass forms are usually defined in such a way that weakly holo-

morphic modular forms are also harmonic Maass forms. The definitions of

the slash operator and the Laplacian are local to this section, and will be

changed in the next section.

For γ = ( a bc d ) ∈ GL+
2 (Q) (the subgroup of GL2(Q) consisting of matrices

with positive determinant) we define the weight k slash operator
∣∣
k

by

(
f
∣∣
k
γ
)

(τ) := (det γ)k/2(cτ + d)−kf

(
aτ + b

cτ + d

)
.

A holomorphic function f : H → C is a modular form of weight k and

multiplier ν on Γ if it satisfies the following conditions:

(T) For all γ ∈ Γ we have

f
∣∣
k
γ = ν(γ)f. (2.2.1)

(C) For each cusp a of Γ, the function f(σaτ) has a Fourier expansion of

the form

f(σaτ) =
∑

m∈Z−αν,a
m≥0

c(m) qm.

If the condition m ≥ 0 in (C) is replaced by m > 0 then f is called a cusp

form; if it is replaced by m � −∞ then f is called a weakly holomorphic

modular form.

A weak Maass form of weight k, multiplier ν, and Laplace eigenvalue λ is

a smooth function f : H→ C satisfying

(T) f
∣∣
k
γ = ν(γ)f for all γ ∈ Γ,
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(H) ∆kf = λf , where

∆k := −y2

(
∂2

∂x2
+

∂2

∂y2

)
+ iky

(
∂

∂x
+ i

∂

∂y

)
(2.2.2)

is the weight k hyperbolic Laplacian, and

(C) f has at most linear exponential growth at each cusp of Γ.

If λ = 0, we say that f is a harmonic Maass form. The differential operator

ξk := 2iyk
∂

∂τ

plays an important role in the theory of harmonic Maass forms. It commutes

with the slash operator; that is,

ξk
(
f
∣∣
k
γ
)

= (ξkf)
∣∣
2−kγ.

Thus, if f has weight k then ξkf has weight 2 − k. The Laplacian ∆k

decomposes as

∆k = −ξ2−k ◦ ξk,

which shows that ξk maps harmonic Maass forms to weakly holomorphic

modular forms.

If f is a harmonic Maass form of weight k 6= 1, then there is a canonical

decomposition

f(τ) = f+(τ) + f−(τ)

where f+ is the holomorphic part (also called a mock modular form)

f+(τ) =
∑

n∈Z−αν
n�−∞

a(n)qn

and f− is the nonholomorphic part

f−(τ) = b(0)y1−k +
∑

n∈Z+αν
n�−∞,n6=0

b(n)Γ(1− k, 4πny)q−n.

Here Γ(s, y) is the incomplete gamma function which, for y > 0, is defined by
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the integral

Γ(s, y) :=

∫ ∞
y

e−tts
dt

t
.

The function ξkf = ξkf
− is called the shadow of f+.

2.3 Maass cusp forms

We follow the convention of, e.g., [DFI] in defining Maass forms. As in the

last section, the definitions of the slash operator and Laplacian below are

local to this section. Section 2.3.3 explains the relation between Maass cusp

forms and holomorphic modular forms.

2.3.1 Eigenfunctions of the Laplacian

For γ = ( a bc d ) ∈ SL2(R) we define the weight k slash operator by

f
∣∣
k
γ := j(γ, τ)−kf(γτ), j(γ, τ) :=

cτ + d

|cτ + d|
= ei arg(cτ+d),

where we always choose the argument in (−π, π].

The weight k Laplacian

∆k := y2

(
∂2

∂x2
+

∂2

∂y2

)
− iky ∂

∂x

commutes with the weight k slash operator for every γ ∈ SL2(R). The

operator ∆k can be written as

∆k = −Rk−2Lk −
k

2

(
1− k

2

)
, (2.3.1)

∆k = −Lk+2Rk +
k

2

(
1 +

k

2

)
, (2.3.2)

where Rk is the Maass raising operator

Rk :=
k

2
+ 2iy

∂

∂τ
=
k

2
+ iy

(
∂

∂x
− i ∂

∂y

)
,

and Lk is the Maass lowering operator

Lk :=
k

2
+ 2iy

∂

∂τ
=
k

2
+ iy

(
∂

∂x
+ i

∂

∂y

)
.
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These raise and lower the weight by 2: we have

Rk

(
f
∣∣
k
γ
)

= (Rkf)
∣∣
k+2

γ and Lk
(
f
∣∣
k
γ
)

= (Lkf)
∣∣
k−2

γ.

From (2.3.1) and (2.3.2) we obtain the relations

Rk∆k = ∆k+2Rk and Lk∆k = ∆k−2Lk. (2.3.3)

A real analytic function f : H → C is an eigenfunction of ∆k with

eigenvalue λ if

∆kf + λf = 0. (2.3.4)

If f satisfies (2.3.4), then for notational convenience we write

λ =
1

4
+ r2,

and we refer to r as the spectral parameter of f . From (2.3.3) it follows that

if f is an eigenfunction of ∆k with eigenvalue λ then Rkf (resp. Lkf) is an

eigenfunction of ∆k+2 (resp. ∆k−2) with eigenvalue λ.

2.3.2 Maass forms

A function f : H → C is automorphic of weight k and multiplier ν for

Γ = Γ0(N) if

f
∣∣
k
γ = ν(γ)f for all γ ∈ Γ. (2.3.5)

Let Ak(N, ν) denote the space of all such functions. A smooth, automorphic

function which is also an eigenfunction of ∆k and which satisfies the growth

condition

f(τ)� yσ + y1−σ for some σ, for all τ ∈ H, (2.3.6)

is called a Maass form. We let Ak(N, ν, r) denote the vector space of

Maass forms with spectral parameter r. From the preceeding discussion,

the raising (resp. lowering) operator maps Ak(N, ν, r) into Ak+2(N, ν, r)

(resp. Ak−2(N, ν, r)). Also, complex conjugation f → f gives a bijection

Ak(N, ν, r)←→ A−k(N, ν, r).
If f ∈ Ak(n, ν, r), then it satisfies f(τ + 1) = e(−αν)f(τ). For n ∈ Z

define

nν := n− αν . (2.3.7)
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Then f has a Fourier expansion of the form

f(τ) =
∞∑

n=−∞

a(n, y)e(nνx). (2.3.8)

By imposing condition (2.3.4) on the Fourier expansion we find that for

nν 6= 0, the function a(n, y) satisfies

a′′(n, y)

(4π|nν |y)2
+

(
1/4 + r2

(4π|nν |y)2
+
k sgn(nν)

8π|nν |y
− 1

4

)
a(n, y) = 0.

The Whittaker functions Mκ,µ(y) and Wκ,µ(y) are the two linearly independent

solutions to Whittaker’s equation [DL, §13.14]

W ′′ +

(
1/4− µ2

y2
+
κ

y
− 1

4

)
W = 0.

As y →∞, the former solution grows exponentially, while the latter decays

exponentially. Since f satisfies the growth condition (2.3.6), we must have

a(n, y) = a(n)W k
2

sgnnν ,ir
(4π|nν |y) (2.3.9)

for some constant a(n). For nν = 0 we have

a(n, y) = a(0)y
1
2

+ir + a′(0)y
1
2
−ir.

We call the numbers a(n) (and a′(0)) the Fourier coefficients of f . For

Re(µ − κ + 1/2) > 0 we have the integral representation [DL, (13.14.3),

(13.4.4)]

Wκ,µ(y) =
e−y/2 yµ+1/2

Γ
(
µ− κ+ 1

2

) ∫ ∞
0

e−yt tµ−κ−
1
2 (1 + t)µ+κ− 1

2 dt. (2.3.10)

When κ = 0 we have [DL, (13.18.9)]

W0,µ(y) =

√
y
√
π
Kµ(y/2),

where Kµ is a K-Bessel function. For Maass forms of weight 0, many authors

normalize the Fourier coefficients in (2.3.9) so that a(n) is the coefficient of
√
y Kir(2π|nν |y), which has the effect of multiplying a(n) by 2|nν |1/2.
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By [DL, (13.15.26)], we have

y
d

dy
Wκ,µ(y) =

(
y

2
− κ
)
Wκ,µ(y)−Wκ+1,µ(y)

=
(
κ− y

2

)
Wκ,µ(y) +

(
κ+ µ− 1

2

)(
κ− µ− 1

2

)
Wκ−1,µ(y).

This, together with [DL, (13.15.11)] shows that

Lk

(
W k

2
sgn(nν),ir(4π|nν |y)e(nνx)

)
= W k−2

2
sgn(nν),ir(4π|nν |y)e(nνx)×

−
(
r2 +

(k − 1)2

4

)
if nν > 0,

1 if nν < 0,

from which it follows that if fL := Lkf has coefficients aL(n), then

aL(n) =

−
(
r2 +

(k − 1)2

4

)
a(n) if nν > 0,

a(n) if nν < 0.

(2.3.11)

Similarly, for the coefficients aR(n) of fR := Rkf , we have

aR(n) =

−a(n) if nν > 0,(
r2 +

(k + 1)2

4

)
a(n) if nν < 0.

(2.3.12)

From the integral representation (2.3.10) we find that Wκ,µ(y) = Wκ,µ(y)

when y, κ ∈ R, so Wκ,µ(y) is real when µ ∈ R or (by [DL, (13.14.31)]) when µ

is purely imaginary. Suppose that f has multiplier ν and that αν 6= 0. Then

by (2.1.1) we have −nν = (1− n)ν , so the coefficients ac(n) of fc := f satisfy

ac(n) = a(1− n). (2.3.13)

2.3.3 The spectrum of ∆k

Let Lk(N, ν) denote the L2-space of automorphic functions with respect to

the Petersson inner product

〈f, g〉 :=

∫
Γ\H

f(τ)g(τ) dµ, dµ :=
dx dy

y2
. (2.3.14)
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Let Bk(N, ν) denote the subspace of Lk(N, ν) consisting of smooth functions

f such that f and ∆kf are bounded on H. By (2.3.1), (2.3.2), and Green’s

formula, we have the relations (see also §3 of [Ro])

〈f,−∆kg〉 = 〈Rkf,Rkg〉 −
k

2

(
1 +

k

2

)
〈f, g〉 (2.3.15)

= 〈Lkf, Lkg〉+
k

2

(
1− k

2

)
〈f, g〉 (2.3.16)

for any f, g ∈ Bk(N, ν). It follows that ∆k is symmetric and that

〈f,−∆kf〉 ≥ λ0(k)〈f, f〉, λ0(k) :=
|k|
2

(
1− |k|

2

)
. (2.3.17)

By Friedrichs’ extension theorem (see e.g. [I3, Appendix A.1]) the operator

∆k has a unique self-adjoint extension to Lk(N, ν) (denoted also by by ∆k).

From (2.3.17) we see that the spectrum of ∆k is real and contained in

[λ0(k),∞). The holomorphic forms correspond to the bottom of the spectrum.

To be precise, if f0 ∈ Lk(N, ν) has eigenvalue λ0(k) then the equations above

show that

f0(τ) =

y
k
2 F (τ) if k ≥ 0,

y−
k
2 F (τ) if k < 0,

where F : H→ C is a holomorphic cusp form of weight k. In particular, λ0(k)

is not an eigenvalue when the space of cusp forms is trivial. Note also that if

a0(n) are the coefficients of f0, then

a0(n) = 0 when sgn(nν) = − sgn(k). (2.3.18)

The spectrum of ∆k on Lk(N, ν) consists of an absolutely continuous

spectrum of multiplicity equal to the number of singular cusps, and a discrete

spectrum of finite multiplicity. The Eisenstein series, of which there is one for

each singular cusp a, give rise to the continuous spectrum, which is bounded

below by 1/4. When (k, ν) = (1/2, χ) or (−1/2, χ) and Γ = SL2(Z) there are

no Eisenstein series since the only cusp is not singular.

Let Sk(N, ν) denote the orthogonal complement in Lk(N, ν) of the space

generated by Eisenstein series. The spectrum of ∆k on Sk(N, ν) is countable

and of finite multiplicity with no limit points except ∞. The exceptional

eigenvalues are those which lie in (λ0(k), 1/4). Let λ1(N, ν, k) denote the

smallest eigenvalue larger than λ0(k) in the spectrum of ∆k on Sk(N, ν).
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Selberg’s eigenvalue conjecture states that

λ1(N,1, 0) ≥ 1

4
,

i.e., there are no exceptional eigenvalues. Selberg [Se] showed that

λ1(N,1, 0) ≥ 3

16
.

The best progress toward this conjecture was made by Kim and Sarnak [Ki,

Appendix 2], who proved that

λ1(N,1, 0) ≥ 1

4
−
(

7

64

)2

=
975

4096
,

as a consequence of Langlands functoriality for the symmetric fourth power

of an automorphic representation on GL2.

2.3.4 Maass cusp forms

The subspace Sk(N, ν) consists of functions f whose zeroth Fourier coefficient

at each singular cusp vanishes. Eigenfunctions of ∆k in Sk(N, ν) are called

Maass cusp forms. Let {fj} be an orthonormal basis of Sk(N, ν), and for

each j let

λj =
1

4
+ r2

j

denote the Laplace eigenvalue and {aj(n)} the Fourier coefficients. Then we

have the Fourier expansion

fj(τ) =
∑
nν 6=0

aj(n)W k
2

sgnnν ,irj
(4π|nν |y)e(nνx). (2.3.19)

Suppose that f has spectral parameter r. Then by (2.3.16) we have

‖Lkf‖2 =
(
r2 +

(k − 1)2

4

)
‖f‖2. (2.3.20)

Weyl’s law describes the distribution of the spectral parameters rj. Theo-

rem 2.28 of [He] shows that

∑
0≤rj≤T

1− 1

4π

∫ T

−T

ϕ′

ϕ

(
1

2
+ it
)
dt =

vol(Γ\H)

4π
T 2− K0

π
T log T +O(T ), (2.3.21)
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where ϕ(s) and K0 are the determinant (see [He, p. 298]) and dimension (see

[He, p. 281]), respectively, of the scattering matrix Φ(s) whose entries are

given in terms of constant terms of Eisenstein series. In particular we have∑
0≤rj≤T

1 =
1

12
T 2 +O(T ) for (k, ν) =

(
1

2
, χ
)
. (2.3.22)

In Chapter 5 we will be working mostly in the space S 1
2
(1, χ). Throughout

that chapter we will denote an orthonormal basis for this space by {uj}, and

we will write the Fourier expansions as

uj(τ) =
∑
n6=0

ρj(n)W sgnn
4

,irj(4π|ñ|y)e(ñx), ñ := n− 23

24
. (2.3.23)

2.3.5 Hecke operators

We introduce Hecke operators on the spaces S0(N,1) and S 1
2
(1, χ). For each

prime p - N the Hecke operator Tp acts on a Maass form f ∈ A0(N,1) as

Tpf(τ) = p−
1
2

( ∑
j mod p

f
(
τ + j

p

)
+ f(pτ)

)
.

The Tp commute with each other and with the Laplacian ∆0, so Tp acts on

each S0(N,1, r). The action of Tp on the Fourier expansion of f ∈ S0(N,1, r)

is given by

Tpf(τ) =
∑
n6=0

(
p

1
2a(pn) + p−

1
2a(n/p)

)
W0,ir(4π|n|y)e(nx). (2.3.24)

Hecke operators on half-integral weight spaces have been defined for the

theta multiplier (see e.g. [KS]). We define Hecke operators Tp2 for p ≥ 5 on

A1/2(1, χ) directly by

Tp2f =
1

p

 ∑
b mod p2

e
(−b

24

)
f
∣∣
1
2

(
1
p

b
p

0 p

)

+e
(
p− 1

8

) p−1∑
h=1

e
(−hp

24

)(
h

p

)
f
∣∣
1
2

(
1 h

p

0 1

)
+ f
∣∣
1
2

(
p 0

0 1
p

)]
.
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One can show that

(Tp2f)
∣∣
1
2

(
1 1

0 1

)
= e

(
1

24

)
f and (Tp2f)

∣∣
1
2

(
0 −1

1 0

)
=
√
−i f (2.3.25)

and that Tp2 commutes with ∆ 1
2
, so Tp2 is an endomorphism of S 1

2
(1, χ, r).

To describe the action of Tp2 on Fourier expansions, it is convenient to write

f ∈ S 1
2
(1, χ, r) in the form

f(τ) =
∑
n6=0

a(n)W sgn(n)
4

,ir

(
π|n|y

6

)
e
(
nx

24

)
.

Then a standard computation gives

Tp2f(τ) =
∑
n 6=0

b(n)W sgn(n)
4

,ir

(
π|n|y

6

)
e
(
nx

24

)
, (2.3.26)

where

b(n) = p a(p2n) + p−
1
2

(
12n
p

)
a(n) + p−1a(n/p2).

2.3.6 Further operators

The reflection operator

f(x+ iy) 7→ f(−x+ iy)

defines an involution on S0(N,1) which commutes with ∆0 and the Hecke

operators. We say that a Maass cusp form is even if it is fixed by reflection;

such a form has Fourier expansion

f(τ) =
∑
n 6=0

a(n)W0,ir(4π|n|y) cos(2πnx).

We also have the operator

f(τ) 7→ f(dτ)

which in general raises the level and changes the multiplier. We will only

need this operator in the case d = 24 on S1/2(1, χ), where (2.1.7) shows that

f(τ) 7→ f(24τ) : S 1
2
(1, χ, r)→ S 1

2

(
576,

(
12

•

)
νθ, r

)
. (2.3.27)
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2.3.7 Generalized Kloosterman sums

In Chapter 5, our main objects of study will be the generalized Kloosterman

sums given by

S(m,n, c, ν) :=
∑

0≤a,d<c
γ=( a bc d )∈Γ

ν(γ)e

(
mνa+ nνd

c

)
(2.3.28)

=
∑

γ∈Γ∞\Γ/Γ∞
γ=( a bc d )

ν(γ)e

(
mνa+ nνd

c

)

(to see that these are equal, one checks that each summand is invariant under

the substitutions γ → ( 1 1
0 1 ) γ and γ → γ ( 1 1

0 1 ) using axiom (iii) for multiplier

systems and (2.3.7)). When Γ = SL2(Z) and ν = 1 we recover the ordinary

Kloosterman sums

S(m,n, c) = S(m,n, c,1) =
∑

d mod c
(d,c)=1

e

(
md+ nd

c

)
,

where dd ≡ 1 (mod c). For the eta-multiplier, (2.1.3) gives

S(m,n, c, χ) =
√
i
∑

d mod c
(d,c)=1

eπis(d,c)e

(
(m− 1)d+ (n− 1)d

c

)
,

so the sums Ac(n) appearing in Rademacher’s formula are given by

Ac(n) =
√
−i S(1, 1− n, c, χ). (2.3.29)

We recall the bounds (1.2.5) and (1.2.13) from the introduction. The Weil-

type bound for S(m,n, c, χ) given in Corollary 1.1.6 has the following useful

consequence (the “trivial” bound):

∑
c≤X

|S(m,n, c, χ)|
c

� X
1
2 logX |mn|ε, (2.3.30)

which follows from a standard argument involving the mean value estimate

for τ(c).
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3 Periods of the j-function along
infinite geodesics

This chapter contains the proof of Theorem 1.1.2, which has Theorem 1.1.1

as an immediate corollary. In Section 3.1 we recall some facts about binary

quadratic forms, focusing on forms of square discriminant. In Section 3.2

we define mock modular forms and describe the functions jm,Q in terms of

Poincaré series. The proof of Theorem 1.1.2 is in Section 3.3. We follow the

proof given in [DIT] for nonsquare discriminants, modifying as needed when

the discriminant is a square.

Notation. In this chapter we use the definitions given in Section 2.2. In

particular, the slash operator is defined by

f
∣∣
k

(
a b

c d

)
= (ad− bc)

k
2 (cτ + d)−kf

(
aτ + b

cτ + d

)
and the Laplacian ∆k is defined by

∆k := −y2

(
∂2

∂x2
+

∂2

∂y2

)
+ iky

(
∂

∂x
+ i

∂

∂y

)
.

3.1 Binary quadratic forms

In this section, we recall some basic facts about binary quadratic forms and

the characters χD, and we give an explicit description of the classes Γ\Qd

when d > 0 is a square. Throughout, we assume that d,D ≡ 0, 1 (mod 4).

Recall that the action of γ = ( A B
C D ) ∈ Γ on Q(x, y) is given by

(γQ)(x, y) = Q(Dx−By,−Cx+ Ay). (3.1.1)

This action is compatible with the linear fractional action γτ = Aτ+B
Cτ+D

on the

roots of Q(τ, 1); if τQ is a root of Q, then γτQ is a root of γQ.

Suppose that D is a fundamental discriminant. If Q = [a, b, c] ∈ QdD, we
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define

χD(Q) :=


(
D
r

)
if (a, b, c,D) = 1 and Q represents r with (r,D) = 1,

0 if (a, b, c,D) > 1.

(3.1.2)

The basic theory of these characters is presented nicely in [GKZ, Section 2].

It turns out that χD is well-defined on classes Γ\QdD and that

χD(−Q) = (sgnD)χD(Q).

If Q = [a, b, c] ∈ Qd with d > 0 then the cycle SQ is the curve in H defined

by the equation

a|τ |2 + bRe τ + c = 0.

When a = 0, SQ is the vertical line Re τ = −c/b oriented upward. When

a 6= 0, SQ is a semicircle oriented counterclockwise if a > 0 and clockwise if

a < 0. If γ ∈ Γ then we have γSQ = SγQ. We define

dτQ :=

√
d dτ

Q(τ, 1)
,

so that if τ ′ = γτ for some γ ∈ Γ, we have

dτ ′γQ = dτQ. (3.1.3)

When d > 0 is a square, we can describe a set of representatives for Γ\Qd

explicitly, as the next lemma shows.

Lemma 3.1.1. Suppose that d = b2 for some b ∈ N. Then the set

{[a, b, 0] : 0 ≤ a < b}

is a complete set of representatives for Γ\Qd.

Proof. Let Q ∈ Qd. We will show that

1. Q ∼ [a, b, 0] for some a with 0 ≤ a < b, and

2. if [a, b, 0] ∼ [a′, b, 0] then a ≡ a′ (mod b).

The roots of Q(x, y) in P1(Q) are of the form −s/r for some integers r, s

with (r, s) = 1. If γ = ( r s∗ ∗ ) ∈ Γ then γQ = [a, εb, 0] for some ε ∈ {±1}

40



and some a ∈ Z. Since ( 1 0
k 1 ) [a, εb, 0] = [a− εkb, εb, 0] we may assume that

0 ≤ a < b. Suppose that ε = −1. Let g = (a, b) and define a by the conditions

aa ≡ g2 (mod b) and 0 ≤ a < b. Then(
a/g −b/g
∗ a/g

)
[a,−b, 0] = [a, b, 0],

and claim (i) follows.

Suppose that [a, b, 0] ∼ [a′, b, 0]. Then there exists ( A B
C D ) ∈ Γ with A > 0

such that

D(aD − bC) = a′, (3.1.4)

b(AD +BC)− 2aBD = b, (3.1.5)

B(aB − Ab) = 0. (3.1.6)

Let g = (a, b). If aB − Ab = 0 then A = a/g and B = b/g, so (3.1.5)

implies that AD −BC = −1, a contradiction. So by (3.1.6) we have B = 0

which, together with (3.1.5), implies that AD = 1. Then (3.1.4) shows that

a′ ≡ aD2 ≡ a (mod b). This proves claim (ii).

3.2 Poincaré series

Suppose that f is a mock modular form of weight k with multiplier ν2k
θ on Γ0(4).

We say that f =
∑
a(n)qn satisfies the plus space condition if the coefficients

a(n) are supported on integers n� −∞ with (−1)k−1/2n ≡ 0, 1 mod 4.

In Section 2 of [DIT], the mock modular forms fD are constructed explicitly

using nonholomorphic Maass-Poincaré series. For D > 0 the form fD is the

holomorphic part of D−1/2hD, where hD is defined in Proposition 1 of [DIT].

If

fD(τ) =
∑

0<d≡0,1(4)

a(d,D)qd

then by (2.15), (2.21), (2.29), and Lemma 5 of [DIT] we have1

a(d,D) = (dD)−
1
2 lim
s→ 3

4

+

(
b(d,D, s)− b(d, 0, s)b(0, D, s)

b(0, 0, s)

)
, (3.2.1)

1Note that b(d,D, s) = bd(D, s) in the notation of [DIT].
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where

b(d,D, s) =
∞∑
c=1

K+(d,D; 4c)

×


2−

3
2π(dD)

1
4 c−1J2s−1

(
π
√
dD
c

)
if dD > 0,

2−4sπs+
1
4 (d+D)s−

1
4 c−2s if dD = 0 and d+D 6= 0,

2
1
2
−6sπ

1
2 Γ(2s)c−2s if d = D = 0.

(3.2.2)

Here J2s−1 is the J-Bessel function and K+(d,D; 4c) is the modified Kloost-

erman sum

K+(d,D; 4c) := (1− i)
∑

` mod 4c

(
4c

`

)
ε`e

(
d`+D`

4c

)
×

1 if c is even,

2 otherwise,

where ` denotes the inverse of ` modulo 4c. Equation (3.2.2) shows that

b(d,D, s) = b(D, d, s), so for d,D > 0 we have

a(d,D) = a(D, d). (3.2.3)

To prove Theorem 1.1.2 we need to express jm,Q(τ, s) in terms of certain

modified Poincaré series Gm,Q(τ, s). Let φ : R+ → C be a smooth function

satisfying φ(y) = Oε(y
1+ε) for any ε > 0, and let m ∈ Z. Define the Poincaré

series associated to φ by

Gm(τ, φ) :=
∑

γ∈Γ∞\Γ

e(−mRe γτ)φ(Im γτ). (3.2.4)

As in [F] and [Ni], we make the specialization

φ(y) = φm,s(y) :=

ys if m = 0,

2π|m| 12y 1
2 Is− 1

2
(2π|m|y) if m 6= 0,

(3.2.5)

where Is− 1
2

is the I-Bessel function and Re s > 1 (to guarantee convergence).

We write Gm(τ, s) := Gm(τ, φm,s) and we define

jm(τ, s) := Gm(τ, s)− 2πs+
1
2m1−sσ2s−1(m)

Γ(s+ 1
2
)ζ(2s− 1)

G0(τ, s). (3.2.6)
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As explained in Section 4 of [DIT] and Section 6.4 of [BFI], when m > 0

the function Gm(τ, s) has an analytic continuation to Re s > 3/4, and when

m = 0 the function Gm(τ, s) has a pole at s = 1 arising from its constant

term. The factor multiplied by G0(τ, s) in (3.2.6) is chosen to cancel the

pole of G0(τ, s) at s = 1 and to eliminate the constant term of Gm(τ, 1).

Furthermore, we have jm(τ, 1) = jm(τ).

Recall that for d > 0 a square and Q ∈ Qd, the functions jm,Q(τ) are

defined as

jm,Q(τ) := jm(τ)− 2
∑

α∈{roots of Q}

sinh(2πm Im γατ) e(mRe γατ). (3.2.7)

Since φm,1(y) = 2 sinh(2π|m|y), the two terms subtracted from jm(τ) in

(3.2.7) are the terms in the Poincaré series (3.2.4) corresponding to γα for the

roots α of Q. It turns out that these are the terms which cause the integral∫
CQ

Gm(τ, 1)
dτ

Q(τ, 1)

to diverge. In analogy with (3.2.6) and (3.2.7), we define

jm,Q(τ, s) := Gm,Q(τ, s)− 2πs+
1
2m1−sσ2s−1(m)

Γ(s+ 1
2
)ζ(2s− 1)

G0,Q(τ, s), (3.2.8)

where Gm,Q(τ, s) is the modified Poincaré series

Gm,Q(τ, s) :=
∑

γ∈Γ∞\Γ
γ 6= γα

e(−mRe γτ)φm,s(Im γτ).

Since the two terms subtracted from G0(τ, s) are killed by the pole of ζ(2s−1),

we conclude that

jm,Q(τ, 1) = jm,Q(τ). (3.2.9)

Therefore, to compute the cycle integrals of the functions jm,Q(τ), it is enough

to compute the cycle integrals of the functions Gm,Q(τ, s).
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3.3 Proof of Theorem 1.1.2

Throughout this section we assume that dD > 0 is a square. The main

ingredient in the proof of Theorem 1.1.2 is the following proposition, which

computes the traces of the functions Gm,Q(τ, s) in terms of the J-Bessel

function and the exponential sum

Sm(d,D; 4c) :=
∑

b mod 4c
b2≡dD mod 4c

χD

(
[c, b, b

2−dD
4c

]
)
e

(
mb

2c

)
.

See Proposition 4 of [DIT] for the analogous formula for the traces of the

functions Gm(τ, s).

Proposition 3.3.1. Let Re s > 1 and m ≥ 0. Suppose that dD > 0 is a

square. Then

∑
Q∈Γ\QdD

χD(Q)

B(s)

∫
CQ

Gm,Q(τ, s) dτQ

=


π√
2
m

1
2 (dD)

1
4

∞∑
c=1

Sm(d,D; 4c)

c
1
2

Js− 1
2

(
πm
√
dD

c

)
if m > 0,

2−s−1(dD)
s
2

∞∑
c=1

S0(d,D; 4c)

cs
if m = 0,

where B(s) := 2sΓ( s
2
)2/Γ(s).

Proof. Let b =
√
dD. By Lemma 3.1.1, a complete set of representatives for

Γ\QdD is given by

{Qa = [a, b, 0] : 0 ≤ a < b} .

Let g = (a, b). Then the roots of Qa = ax2 + bxy in P1(Q) are 0 and β := − b′

a′
,

where a′ = a/g and b′ = b/g. The corresponding matrices are

γ0 =

(
0 −1

1 0

)
, γβ =

(
∗ ∗
a′ b′

)
.
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Thus, replacing τ by γ−1τ in the integral, we have

∑
Q∈Γ\QdD

χD(Q)

∫
CQ

Gm,Q(τ, s) dτQ

=
∑

a mod b

χD([a, b, 0])
∑

γ∈Γ∞\Γ
γ 6= γ0, γβ

∫
CγQ

e(−mRe τ)φm,s(Im τ) dτγQ.

The map (γ,Q) 7→ γQ is a bijection

Γ∞\Γ× Γ\QdD ←→ Γ∞\QdD

which sends (γ0, [a, b, 0]) to [0,−b, a] and (γβ, [a, b, 0]) to [0, b, g a′], where

a′a′ ≡ 1 mod b′ and g = (a, b). Since ( 1 k
0 1 ) [0, b, c] = [0, b, c− kb], we conclude

that

∑
Q∈Γ\QdD

χD(Q)

∫
CQ

Gm,Q(τ, s) dτQ

=
∑

Q∈Γ∞\QdD

Q 6=[0,±b,∗]

χD(Q)

∫
CQ

e(−mRe τ)φm,s(Im τ) dτQ.

The remainder of the proof follows the proofs of Lemmas 7 and 8 and

Proposition 4 of [DIT].

Since we have eliminated those terms in the sum with a = 0, we can

parametrize each cycle CQ with Q = [a, b, c] by

τ =

Re τQ + eiθ Im τQ if a > 0,

Re τQ − e−iθ Im τQ if a < 0,
0 ≤ θ ≤ π

where

τQ := − b

2a
+ i

√
dD

2|a|
is the apex of the semicircle. We then have

Q(τ, 1) =
dD

4a

e2iθ − 1 if a > 0,

e−2iθ − 1 if a < 0,
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which gives dτQ = dθ/ sin θ. Hence for a 6= 0 we have∫
CQ

e(−mRe τ)φm,s(Im τ) dτQ

= e

(
mb

2a

)∫ π

0

e

(
−m
√
dD

2a
cos θ

)
φm,s

(√
dD

2|a|
sin θ

)
dθ

sin θ
. (3.3.1)

Consider the sum of the terms corresponding to Q and −Q, where Q = [a, b, c]

and a > 0. Since χD(Q) = χD(−Q) we find that

χD(Q)

∫
CQ

Gm,Q(τ, s) dτQ + χD(−Q)

∫
C−Q

Gm,−Q(τ, s) dτ−Q

= 2χD(Q) e

(
mb

2a

)∫ π

0

cos

(
πm
√
dD

a
cos θ

)
φm,s

(√
dD

2a
sin θ

)
dθ

sin θ
.

(3.3.2)

In what follows, we assume that m > 0 (the m = 0 case is similar). By (3.2.5)

above and Lemma 9 of [DIT], the right-hand side of (3.3.2) equals

π

√
2m

a
(dD)

1
4B(s)χD(Q) e

(
mb

2a

)
Js− 1

2

(
πm
√
dD

a

)
.

Therefore

∑
Q∈Γ\QdD

χD(Q)

∫
CQ

Gm,Q(τ, s) dτQ

= π
√

2m(dD)
1
4B(s)

∑
Q∈Γ∞\QdD

a>0

χD(Q)√
a

e

(
mb

2a

)
Js− 1

2

(
πm
√
dD

a

)
.

Let Q+
dD = {[a, b, c] ∈ QdD : a > 0}. Since ( 1 k

0 1 ) [a, b, c] = [a, b− 2ka, ∗], we

have a bijection

[a, b, c]←→ (a, b mod 2a)
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between Γ∞\Q+
dD and {(a, b) : a ∈ N and 0 ≤ b < 2a}. Therefore,

∑
Q∈Γ\QdD

χD(Q)

∫
CQ

Gm,Q(τ, s) dτQ

= π
√

2m(dD)
1
4B(s)

∞∑
a=1

a−
1
2Js− 1

2

(
πm
√
dD

a

)

×
∑
b(2a)

b2−dD
4a
∈Z

χ
(

[a, b, b
2−dD

4a
]
)
e

(
mb

2a

)
.

The latter sum is equal to 1
2
Sm(d,D, 4a), so we conclude (after replacing a

by c) that

∑
Q∈Γ\QdD

χD(Q)

B(s)

∫
CQ

Gm,Q(τ, s) dτQ

= π√
2
m

1
2 (dD)

1
4

∞∑
c=1

Sm(d,D; 4c)

c
1
2

Js− 1
2

(
πm
√
dD

c

)
.

This completes the proof.

We now complete the proof of Theorem 1.1.2, following the proof of

Theorem 3 in [DIT]. Let

Tm(s) :=
∑

Q∈Γ\QdD

χD(Q)

B(s)

∫
CQ

Gm,Q(τ, s)dτQ.

Recall that dτQ =
√
dD dτ/Q(τ, 1). By (3.2.8) and (3.2.3), to prove Theorem

1.1.2 we need to show that

∑
n|m

(
D

n

)
(m/n) a

(
d,
m2D

n2

)

= (dD)−
1
2 lim
s→1

(
Tm(s)− 2πs+

1
2m1−sσ2s−1(m)

Γ(s+ 1
2
)ζ(2s− 1)

T0(s)

)
. (3.3.3)

By Proposition 3 of [DIT] we have

Sm(d,D; 4c) = 1
2

∑
n|(m,c)

(
D
n

)√
n
c
K+

(
d, m

2D
n2 ; 4c

n

)
,
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which, together with Proposition 3.3.1, gives

Tm(s) = π
2
√

2
m

1
2 (dD)

1
4

∑
n|m

(
D
n

)
n−

1
2

×
∞∑
c=1

c−1K+
(
d, m

2

n2 D; 4c
)
Js− 1

2

(
πm
√
dD

nc

)
(3.3.4)

if m > 0, and

T0(s) = 2−s−2(dD)
s
2

∞∑
n=1

(
D
n

)
n−s

∞∑
c=1

c−s−
1
2K+(d, 0; 4c). (3.3.5)

Comparing (3.3.4) and (3.3.5) with (3.2.2), we see that

Tm(s) =


∑
n|m

(
D
n

)
b(d, m

2

n2 D,
s
2

+ 1
4
) if m > 0,

π−
s+1
2 2s−1D

s
2LD(s) b(d, 0, s

2
+ 1

4
) if m = 0,

(3.3.6)

where LD(s) =
∑

n>0

(
D
n

)
n−s is the Dirichlet L-function. By (3.2.1) and

(3.3.6), the left-hand side of (3.3.3) equals

(dD)−
1
2 lim
s→1

Tm(s)− 21−sπ
s+1
2 D−

s
2

LD(s)b(0, 0, s
2

+ 1
4
)
T0(s)

∑
n|m

(
D
n

)
b(0, m

2D
n2 ,

s
2

+ 1
4
)

 .

It remains to show that

b(0, 0, s
2

+ 1
4
)−1
∑
n|m

(
D
n

)
b(0, m

2D
n2 ,

s
2

+ 1
4
) =

2sD
s
2m1−sσ2s−1(m)π

s
2LD(s)

Γ(s+ 1
2
)ζ(2s− 1)

,

which follows from Lemma 4 of [DIT] since b(d,D, s) = bd(D, s) in the

notation of that paper.
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4 Harmonic Maass forms of
weight 5/2

In this chapter, we prove Theorem 1.1.4, which has Theorem 1.1.3 as an

immediate corollary. Our proof of Theorem 1.1.4 follows the method of Duke,

Imamoḡlu, and Tóth [DIT] in the case when mn is not a square, and the

author [A1] in the case when mn is a square. We construct the functions

Pv(τ, s) and Pv,Q(τ, s) as Poincaré series and then evaluate the traces of these

Poincaré series directly. We match these evaluations to the formulas given in

[AA1] for the coefficients p(m,n).

In Section 4.1 we review some facts about weak Maass forms and construct

the functions Pv(τ, s). In Section 4.2 we discuss binary quadratic forms and

establish some facts which we will need for the proof of the main theorem.

We construct the functions Pv,Q(τ, s) at the end of Section 4.2. In Section 4.3

we prove a proposition which is equivalent to Theorem 1.1.5 and is a crucial

ingredient in the proof of Theorem 1.1.4. The proof of Theorem 1.1.4 is in

Section 4.4.

Notation. In this chapter we use the definitions given in Section 2.2. In

particular, the slash operator is defined by

f
∣∣
k

(
a b

c d

)
= (ad− bc)

k
2 (cτ + d)−kf

(
aτ + b

cτ + d

)
and the Laplacian ∆k is defined by

∆k := −y2

(
∂2

∂x2
+

∂2

∂y2

)
+ iky

(
∂

∂x
+ i

∂

∂y

)
.

4.1 Poincaré series and Pv(τ, s)

In this section we construct the weak Maass forms Pv(τ, s) in terms of Poincaré

series. We first show how weak Maass forms can be constructed using Poincaré

series associated with Whittaker functions. We then discuss the Atkin-Lehner

involutions Wd which are used to build the functions Pv(τ, s).

49



4.1.1 Weak Maass forms and Poincaré series

Define

Γ6 := Γ0(6)/{±1}.

We follow Section 2.6 of [BrO] in constructing Poincaré series for Γ6 attached

to special values of the M -Whittaker function Mµ,ν(y) (see Section 13.14 of

[DL] for the definition and relevant properties). Let v be a positive integer,

and for s ∈ C and y > 0, define

Ms,k(y) := y−k/2M−k/2,s−1/2(y) (4.1.1)

and

φv(τ, s, k) :=Ms,k(4πvy)e(−vx).

Then

φv(τ, s, k)� yRe(s)−k/2 as y → 0. (4.1.2)

Letting Γ∞ := {( 1 ∗
0 1 )} ⊆ Γ6 denote the stabilizer of∞, we define the Poincaré

series

Fv(τ, s, k) :=
1

Γ(2s)

∑
γ∈Γ∞\Γ6

(φv
∣∣
k
γ)(τ, s, k). (4.1.3)

On compact subsets of H, we have (by (4.1.2)) the bound

|Fv(τ, s, k)| � yRe(s)−k/2
∑

( a bc d )∈Γ∞\Γ6

|cτ + d|−2 Re(s),

so Fv(τ, s, k) converges absolutely uniformly on compact subsets of H for

Re(s) > 1. A computation involving [DL, 13.14.1] shows that

∆k φv(τ, s, k) = (s− k/2)(1− k/2− s)φv(τ, s, k).

Since Fv clearly satisfies Fv
∣∣
k
γ = Fv for all γ ∈ Γ6, we see that, for fixed s

with Re(s) > 1, the function Fv(τ, s, k) is a weak Maass form of weight k and

Laplace eigenvalue (s− k/2)(1− k/2− s).
We are primarily interested in the case when k is negative. In this case

the special value Fv(τ, 1 − k/2, k) is a harmonic Maass form. Its principal

part at∞ is given by q−v + c0 for some c0 ∈ C, while its principal parts at the

other cusps are constant. Thus, ξkFv(τ, 1− k/2, k) is a cusp form of weight
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2− k on Γ6.

4.1.2 Atkin-Lehner involutions

We recall some basic facts about Atkin-Lehner involutions (see, for example,

Section IX.7 of [Kna] or Section 2.4 of [O]). Suppose that N is a positive

squarefree integer and that d | N . Let Wd = WN
d denote any matrix with

determinant d of the form

Wd =

(
dα β

Nγ dδ

)

with α, β, γ, δ ∈ Z. The relation

Wd Γ0(N) W−1
d = Γ0(N) (4.1.4)

shows that the map f 7→ f
∣∣
k
Wd (called the Atkin-Lehner involution Wd) is

independent of the choices of α, β, γ, δ and defines an involution on the space

of weight k forms on Γ0(N). If d and d′ are divisors of N , then

f
∣∣
k
Wd

∣∣
k
Wd′ = f

∣∣
k
Wd∗d′ ,

where d∗d′ = dd′/(d, d′)2. When d = N it is convenient to take WN = ( 0 −1
N 0 ).

Finally, the Atkin-Lehner involutions act transitively on the cusps of Γ0(N);

that is, for each cusp a ∈ Γ0(N)\P1(Q), there exists a unique d | N such that

Wd∞ = a.

Recall that Fv(τ) = q−v +O(1) is a weakly holomorphic modular form of

weight −2 on Γ0(6) with eigenvalues 1 and −1 under W6 and W2, respectively.

We claim that

Fv(τ) =
∑
d|6

µ(d)
(
Fv
∣∣
−2
Wd

)
(τ, 2,−2). (4.1.5)

To prove this, let F̃v(τ) denote the right-hand side of (4.1.5). Since the

function ξ−2Fv(τ, 2,−2) lies in the one-dimensional space of cusp forms of

weight 4 on Γ0(6), it must be proportional to

g(τ) := (η(τ)η(2τ)η(3τ)η(6τ))2 .

Since ξk commutes with the slash operator and g(τ) is invariant under Wd
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for each d | 6, we have, for some α ∈ C, the relation

ξ−2F̃v(τ) = α
∑
d|6

µ(d)g(τ) = 0.

Thus Fv(τ)− F̃v(τ) is holomorphic on H and vanishes at every cusp. Hence

Fv(τ) = F̃v(τ).

4.1.3 The functions Pv(τ), Pv(τ, s)

To construct the functions Pv(τ) and Pv(τ, s), we require the Maass raising

operator

Rk := 2i
∂

∂τ
+
k

y
(4.1.6)

which raises the weight of a weak Maass form by 2. For each v ≥ 1, we define

Pv(τ) :=
1

4πv
R−2Fv(τ).

Then Pv(τ) is a weak Maass form of weight 0 and Laplace eigenvalue −2. By

(4.1.5) and Proposition 2.2 of [BrO] this is equivalent to defining

Pv(τ) :=
∑
d|6

µ(d)Fv(Wd τ, 2, 0)

=
1

6

∑
d|6

µ(d)
∑

γ∈Γ∞\Γ6

φv (γWd τ, 2, 0) .

Similarly, we define Pv(τ, s) as

Pv(τ, s) :=C(s)
∑
d|6

µ(d)Fv(Wd τ, s, 0)

=
C(s)

Γ(2s)

∑
d|6

µ(d)
∑

γ∈Γ∞\Γ6

φv (γWd τ, s, 0) , (4.1.7)

where

C(s) :=
2s

π
Γ

(
s+ 1

2

)2

. (4.1.8)
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We have chosen the non-standard normalizing factor C(s) so that later results

are cleaner to state. Note that C(2) = 1, so

Pv(τ, 2) = Pv(τ). (4.1.9)

In the next section we will define the dampened functions Pv,Q(τ, s).

4.2 Binary quadratic forms and Pv,Q(τ, s)

In this section we recall some basic facts about binary quadratic forms and

the genus characters χm. A good reference for this material is Section I of

[GKZ]. Throughout this section, we assume that m,n ≡ 1 (mod 24) and

that m is squarefree. The latter condition ensures that m is a fundamental

discriminant.

Suppose that r ∈ {1, 5, 7, 11}. We recall that

Q(r)
n,6 :=

{
ax2 + bxy + cy2 : b2 − 4ac = n,

6 | a, b ≡ r (mod 12), and a > 0 if n < 0} .

Let Γ∗6 denote the group generated by Γ6 = Γ0(6)/{±1} and the Atkin-Lehner

involutions Wd for d | 6. Matrices γ = ( A B
C D ) ∈ Γ∗6 act on such forms on the

left by

γQ(x, y) :=
1

det γ
Q(Dx−By,−Cx+ Ay).

It is easy to check that this action is compatible with the action γτ := Aτ+B
Cτ+D

on the roots of Q: for all γ ∈ Γ∗, we have

γ τQ = τγQ. (4.2.1)

The set Γ\Q(r)
n,6 forms a finite group under Gaussian composition which is

isomorphic to the narrow class group of Q(
√
n)/Q when n is a fundamental

discriminant. Let Qn,6 denote the union

Qn,6 :=
⋃

r∈{1,5,7,11}

Q(r)
n,6.

For d | 6, the Atkin-Lehner involution Wd =
(
dα β
6γ dδ

)
acts on quadratic
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forms by

WdQ(x, y) :=
1

d
Q(dδx− βy,−6γx+ dαy). (4.2.2)

A computation involving (4.2.2) and the relation dαδ − 6
d
βγ = 1 shows that

Wd [6a, b, c] =
[
6∗, b

(
1 + 12

d
βγ
)

+ 12∗, ∗
]
. (4.2.3)

It is convenient to choose W2 =
(

2 −1
6 −2

)
and W3 = ( 3 1

6 3 ). Then (4.2.3) shows

that

Wd : Q(r)
n,6 ←→ Q

(r′)
n,6 (4.2.4)

is a bijection, where

r′ ≡ r ×



1 if d = 1,

7 if d = 2,

5 if d = 3,

11 if d = 6,

(mod 12). (4.2.5)

Moreover, we have

Qn,6 =
⋃
d|6

WdQ(r)
n,6 (4.2.6)

for any r ∈ {1, 5, 7, 11}.
We turn now to the extended genus character χm. For Q ∈ Qmn,6, define

χm(Q) :=


(
m
r

)
if (a, b, c,m) = 1 and Q represents r with (r,m) = 1,

0 if (a, b, c,m) > 1.

(4.2.7)

The following lemma lists some properties of χm.

Lemma 4.2.1. Suppose that m,n ≡ 1 (mod 24) and that m is squarefree.

P1 ) The map χm : Γ6\Qmn,6 → {−1, 0, 1} is well-defined; i.e. χm(γQ) =

χm(Q) for all γ ∈ Γ6.

P2 ) If (a, a′) = 1 then

χm([6aa′, b, c]) = χm([6a, b, a′c])χm([6a′, b, ac]).
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P3 ) For each d | 6 we have

χm(Q) = χm(WdQ).

P4 ) Suppose that [6a, b, c] ∈ Qmn,6, and let g := ±(a,m), where the sign is

chosen so that g ≡ 1 (mod 4). Then

χm([6a, b, c]) =

(
m/g

6a

)(g
c

)
.

P5 ) We have χm(−Q) = sgn(m)χm(Q).

Proof. Property P3 for d = 1, 6 and P1, P2, and P4 are special cases of

Proposition 1 of [GKZ]. Property P5 follows easily from P4. A generalization

of P3 is stated without proof in [GKZ], so we provide a proof here for our

special case.

We want to show that P3 holds for d = 2, 3. Suppose that

Q = [6a, b, c] with (a, b, c,m) = 1.

Choosing W2 =
(

2 −1
6 −2

)
and W3 = ( 3 1

6 3 ), we find that

W2 [6a, b, c] = [6(2a+ b+ 3c), ∗, 3a+ b+ 2c],

W3 [6a, b, c] = [6(3a− b+ 2c), ∗, 2a− b+ 3c].

We will use P4. For W2, we want to show that(
m/g

6(2a+ b+ 3c)

)(
g

3a+ b+ 2c

)
=

(
m/g

6a

)(g
c

)
. (4.2.8)

Since g divides mn+ 4ac = b2 and g is squarefree, we see that g | b, so(
g

3a+ b+ 2c

)
=
(g
c

)(g
2

)
. (4.2.9)

If a = 0 then g = m, and (4.2.8) follows from (4.2.9) and the fact that m ≡ 1

(mod 8). If a 6= 0, then the relation

8a(2a+ b+ 3c) = (4a+ b)2 −m
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shows that (
m/g

6(2a+ b+ 3c)

)(
m/g

6a

)
=

(
m/g

2

)
.

Together with (4.2.9), this completes the proof for W2. The proof for W3 is

similar.

The remainder of this section follows Sections 3 and 4 of [DIT] and Section

3 of [A1]. Let ΓQ denote the stabilizer of Q in Γ6 = Γ0(6)/{±1}. When the

discriminant of Q is negative or a positive square, the group ΓQ is trivial.

However, when the discriminant n > 0 is not a square, the group ΓQ is infinite

cyclic. If Q = [a, b, c] ∈ Qn,6 with (a, b, c) = 1, we have ΓQ = 〈gQ〉, where

gQ :=

(
t+bu

2
cu

−au t−bu
2

)

and t, u are the smallest positive integral solutions to Pell’s equation t2−nu2 =

4. When (a, b, c) = δ > 1, we have ΓQ = 〈gQ/δ〉.
For Q = [a, b, c] ∈ Qn,6 with n > 0, let SQ denote the geodesic in H

connecting the two roots of Q(τ, 1). Explicitly, SQ is the curve in H defined

by

a|τ |2 + bRe(τ) + c = 0.

When a 6= 0, SQ is a semicircle, which we orient counter-clockwise if a > 0

and clockwise if a < 0. When a = 0, SQ is the vertical line Re(τ) = −c/b,
which we orient upward. If γ ∈ Γ6 then we have

γSQ = SγQ (4.2.10)

Fix any z ∈ SQ and define the cycle CQ as the directed arc on SQ from z to

gQz. We define

dτQ :=

√
n dτ

Q(τ, 1)
, (4.2.11)

so that if τ ′ = γτ for some γ ∈ Γ∗6, we have

dτ ′γQ = dτQ. (4.2.12)

Suppose that Q has positive non-square discriminant and that f is a Γ6-

invariant function that is continuous on SQ. A straightforward generalization
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of Lemma 6 of [DIT] shows that the integral∫
CQ

f(τ)dτQ

is a well-defined (i.e. independent of the choice of z ∈ SQ) invariant of the

equivalence class of Q.

We now define the functions Pv,Q(τ, s). Let Q = [a, b, c] be a binary

quadratic form with square discriminant. Then the equation Q(x, y) = 0 has

two inequivalent solutions [r1 : s1] and [r2 : s2] in P1(Q), which we write as

fractions ai := ri/si, with (ri, si) = 1 and possibly si = 0. For each i, there is

a unique di such that

Wdi ai ∼Γ6 ∞.

Thus, up to translation, there is a unique γi ∈ Γ6 such that

γiWdi ai =∞.

The function Pv,Q(τ, s) is defined by deleting the two terms of Pv(τ, s) in

(4.1.7) corresponding to the pairs (γi,Wdi); that is,

Pv,Q(τ, s) :=
C(s)

Γ(2s)

∑
d|6

µ(d)
∑

γ∈Γ∞\Γ6

γWd ai 6=∞

φv(γWd τ, s, 0). (4.2.13)

Suppose that σ ∈ Γ. Then by (4.2.1), the roots of σQ are σa1 and σa2, and

we find (using (4.1.4)) that

Pv,σQ(στ, s) = Pv,Q(τ, s).

Together with (4.2.10) and (4.2.12), this shows that the integral∫
CQ

Pv,Q(τ, s)
dτ

Q(τ, 1)

is invariant under Q 7→ σQ.
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4.3 Kloosterman sums and the proof of

Theorem 1.1.5

In this section we prove an identity (Proposition 4.3.2 below) connecting

the Kloosterman sum (1.1.21) with the twisted quadratic Weyl sum (1.1.24).

This is an essential ingredient in the proof of Theorem 1.1.4, and is equivalent

to the evaluation of the Kloosterman sum in Theorem 1.1.5.

Throughout this section, v is a positive integer coprime to 6 and m,n ≡ 1

(mod 24) with m squarefree. We will use the notation

a′ :=
a− 1

24

whenever a ≡ 1 (mod 24). The Kloosterman sum is defined as

K(a, b; c) :=
∑
d(c)∗

eπis(d,c)e

(
da+ db

c

)
,

where d(c)∗ indicates that the sum is taken over residue classes coprime to

c, and d denotes the inverse of d modulo c. The factor eπis(d,c) makes the

Kloosterman sum very difficult to evaluate. The following lemma shows that

eπis(d,c) is related to the Gauss-type sums

Hd,c(δ) :=
1

2

∑
j(2c)

e

(
d(6j + δ)2

24c

)
(4.3.1)

which were introduced by Fischer in [Fi].

Lemma 4.3.1. Suppose that (v, 6) = (c, d) = 1 and define

α := 1− dc− dv,

β := 1− dc+ dv,

with d chosen such that

dd ≡

1 (mod c) if c is odd,

1 (mod 2c) if c is even.
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Then we have

√
3c

(
12

v

)
e

(
d(v2 − 1)

24c

)
eπi s(d,c)

= e

(
2v + dα2

24c

)
H−d,c(α) + e

(
−2v + dβ2

24c

)
H−d,c(β). (4.3.2)

Proof. Define

f(v) :=

(
12

v

)
e

(
2v + dα2 − d(v2 − 1)

24c

)
H−d,c(α).

We will prove (4.3.2) by showing that f(v) + f(−v) =
√

3c eπi s(d,c).

We first show that for fixed d, c, the function f(v) depends only on v mod 6.

By (3.8) of [Wh] we find that H−d,c(α) depends only on α mod 6. Define

ε ∈ {−1, 1} by v ≡ ε (mod 6). Then
(

12
v

)
= e

(
v−ε
12

)
, and we have

(
12

v

)
e

(
2v + dα2 − d(v2 − 1)

24c

)
= e

(
v2d(dd− 1)/c

24
− v (dd− 1)/c− dd2 − 1

12
− ε

12
+
d(dc− 1)2 + d

24c

)
.

This depends only on v mod 6 since v2 ≡ 1 (mod 24) and, by definition,

dd− 1

c
− dd2 − 1 ∈ 2Z.

Now f(v) + f(−v) = f(ε) + f(−ε) is independent of v, so to prove (4.3.2)

it suffices to show that f(1) + f(−1) =
√

3c eπi s(d,c). This is proved in Section

4 of [Wh].

The quadratic Weyl sum Sv(m,n; 24c) is defined as

Sv(m,n; 24c) :=
∑
b(24c)

b2≡mn(24c)

χ12(b)χm

(
[6c, b, b

2−mn
24c

]
)
e

(
bv

12c

)
,

where χm is defined in (4.2.7). We clearly have Sv(m,n; 24c) = Sv(m,n; 24c),

so the exponential e
(
bv
12c

)
may be replaced by cos

(
bvπ
6c

)
. When m = 1, we

obtain a simpler expression for S1(1, n; 24c) as follows. The summands of

Re(Sv(1, n; 24c)) are invariant under both b 7→ b + 12c and b 7→ −b, so we
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may sum over those b modulo 12c for which b ≡ 1 (mod 6), and multiply the

sum by 4. Writing b = 6`+ 1, we obtain (cf. formula (1.1.23))

S1(1, n; 24c) = 4
∑

` mod 2c
(3`2+`)/2≡n′(c)

(−1)` cos

(
(6`+ 1)vπ

6c

)
. (4.3.3)

The following proposition gives an expression for Sv(m,n; 24c) in terms

of Kloosterman sums. Its proof occupies most of the remainder of the section.

Theorem 1.1.5 follows from (4.3.4) by Möbius inversion in two variables.

Proposition 4.3.2. Suppose that m,n ≡ 1 (mod 24) and that m is square-

free. Suppose that c, v > 0 and that (v, 6) = 1. Then

Sv(m,n; 24c) = 4
√

3
∑
u|(v,c)

(
12

v/u

)(m
u

)√u

c
K

((
v2

u2
m
)′
, n′;

c

u

)
. (4.3.4)

Remark. Proposition 4.3.2 resembles Proposition 3 of [DIT], which is proved

using a slight modification of Kohnen’s argument in [Ko, Proposition 5]. Using

an elegant idea of Tóth [To], Duke [D2] greatly simplified Kohnen’s proof for

the case m = D = 1 (in the notation of [DIT]). Jenkins [J] later extended

this argument to the case of general m. However, Kohnen’s argument remains

the only proof of the general case.

Although special cases of (4.3.4) are amenable to the methods of Duke and

Jenkins, we prove Proposition 4.3.2 in full generality by adapting Kohnen’s

argument. The proof is quite technical.

In the proof of Proposition 4.3.2 we will encounter the quadratic Gauss

sum

G(a, b, c) :=
∑
x(c)

e

(
ax2 + bx

c

)
, c > 0. (4.3.5)

For any d | (a, c), we see by replacing x by x+ c/d that

G(a, b, c) = e
(
b
d

)
G(a, b, c). (4.3.6)

This implies that G(a, b, c) = 0 unless d | b. In that case,

G(a, b, c) = d ·G
(
a

d
,
b

d
,
c

d

)
. (4.3.7)
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If (a, c) = 1, we have the well-known evaluations (see Theorems 1.5.1, 1.5.2,

and 1.5.4 of [BEW])

G(a, 0, c) =


0 if 2 || c,

(1 + i)ε−1
a

√
c
(
c
a

)
if 4 | c,

εc
√
c
(
a
c

)
if c is odd,

(4.3.8)

where

εa :=

1 if a ≡ 1 (mod 4),

i if a ≡ 3 (mod 4).

If 4 | c and (a, c) = 1 then, by replacing x by x+c/2, we find that G(a, b, c) = 0

if b is odd. If b is even and 4 | c, or if c is odd, then by completing the square

and using (4.3.8), we find that

G(a, b, c) =


e

(
−a b2

4c

)
(1 + i)ε−1

a

√
c
( c
a

)
if b is even and 4 | c,

e

(
−4a b2

c

)
εc
√
c
(a
c

)
if c is odd.

(4.3.9)

Finally, these Gauss sums satisfy the multiplicative property

G(a, b, qr) = G(ar, b, q)G(aq, b, r), (q, r) = 1 (4.3.10)

which is a straightforward generalization of [BEW, Lemma 1.2.5].

We will need an explicit formula for χm([6c, b, b
2−mn
24c

]), which follows from

P4 of Lemma 4.2.1 (see also Proposition 6 of [Ko]). For each odd prime p, let

p∗ := (−1)
p−1
2 p

so that (a
p
) = (p

∗

a
). If m is squarefree, then

χm([6c, b, b
2−mn
24c

]) =
∏
pλ||c
p-m

(
m

pλ

)∏
pλ||c
p|m

(
m/p∗

pλ

)(
p∗

(b2 −mn)/pλ

)
. (4.3.11)

Proof of Proposition 4.3.2. Both sides of (4.3.4) are periodic in v with period

12c, so it suffices to show that their Fourier transforms are equal. For each
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h ∈ Z we will show that

1

12c

∑
v(12c)

e

(
−hv
12c

)
Sv(m,n; 24c)

=
4
√

3

12c

∑
v(12c)

e

(
−hv
12c

) ∑
u|(c,v)

(
12

v/u

)(m
u

)√u

c
K

((
v2

u2
m
)′
, n′;

c

u

)
.

(4.3.12)

Let L(h) and R(h) denote the left- and right-hand sides of (4.3.12), respec-

tively. Then we have

L(h) =
∑

b2≡mn(24c)

χ12(b)χm

(
[6c, b, b

2−mn
24c

]
)
× 1

12c

∑
v(12c)

e

(
(b− h)v

12c

)

=

2χ12(h)χm

(
[6c, h, h

2−mn
24c

]
)

if h2 ≡ mn (mod 24c),

0 otherwise.
(4.3.13)

For the right-hand side, we have

R(h) =
1√
3 c

∑
u|c

(m
u

)√u

c

∑
v(12c/u)

(
12

v

)
e

(
−hv

12c/u

)

×
∑
d(c/u)∗

eπi s(d,c/u)e

(
d(v2m)′ + dn′

c/u

)

=
1√
3 c

∑
u|c

(
m

c/u

)
1√
u

∑
d(u)∗

e

(
dn′

u

)

×
∑
v(12u)

eπi s(d,u)e

(
−d
24u

)(
12

v

)
e

(
dmv2 − 2hv

24u

)
.

Using Lemma 4.3.1, (4.3.1), and the fact that u+ v is even, we find that

eπi s(d,u)e

(
−d
24u

)(
12

v

)
=

1

2
√

3u
e

(
−dv2

24u

)
×
∑
j(2u)

e

(
−d(3j2 + j)/2

u
+
j

2

)(
e

(
v(6j + 1)

12u

)
+ e

(
−v(6j + 1)

12u

))
.
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Thus we obtain

R(h) =
1

6c

∑
u|c

(
m

c/u

)
u−1

∑
d(u)∗

e

(
dn′

u

)∑
j(2u)

e

(
−d(3j2 + j)/2

u
+
j

2

)
×
(
G(d(m− 1)/2, 6j + 1− h, 12u) +G(d(m− 1)/2,−6j − 1− h, 12u)

)
,

(4.3.14)

where G(a, b, c) is the quadratic Gauss sum defined in (4.3.5). Since 12 |
(m− 1)/2, we see by (4.3.7) that

G(d(m− 1)/2,±(6j + 1)− h, 12u)

=

12G
(
dm′, ±(6j+1)−h

12
, u
)

if h ≡ ±(6j + 1) (mod 12),

0 otherwise.

In particular, R(h) = 0 unless h ≡ ±1 (mod 6).

For the remainder of the proof, we assume that h ≡ 1 (mod 6) (the other

case is analogous). Then in (4.3.14) the second Gauss sum is zero, and we

take only those j for which j ≡ h−1
6

(mod 2). We write j = 2k + h−1
6

; then

∑
j(2u)

e

(
−d(3j2 + j)/2

u
+
j

2

)
G(d(m− 1)/2, 6j + 1− h, 12u)

= 12e

(
h− 1

12
− d(h2 − 1)/24

u

)∑
k(u)

e

(
−dk(6k + h)

u

)
G(dm′, k, u).

Since e(h−1
12

) = χ12(h) we have

R(h) =
2

c
χ12(h)

∑
u|c

(
m

c/u

)
u−1Fh(u), (4.3.15)

where

Fh(u) :=
∑
d(u)∗

e

(
d

u

(
n′ − h2 − 1

24

))∑
k(u)

e

(
−dk(6k + h)

u

)
G(dm′, k, u).

We show that Fh(u) is multiplicative as a function of u. To prove this,

suppose that (q, r) = 1, and choose r and q such that rr + qq = 1. Let

α := n′ − (h2 − 1)/24, and write d = rrx + qqy and k = k1r + k2q. Using
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(4.3.5) and (4.3.10) we find that

Fh(qr) =
∑
x(q)∗

e

(
rxα

q

)∑
k1(q)

e

(
−k1x(6k1r + h)

q

)
G(rxm′, k1r, q)

×
∑
y(r)∗

e

(
qyα

r

)∑
k2(r)

e

(
−k2y(6k2q + h)

r

)
G(qym′, k2q, r).

Replacing k1, k2, x, and y by k1r, k2q, xr, and yq, respectively, we conclude

that

Fh(qr) = Fh(q)Fh(r).

Clearly 1
c

∑
u|c

(
m
c/u

)
u−1Fh(u) is multiplicative as a function of c. Thus,

by (4.3.11), (4.3.13), and (4.3.15), to show that L(h) = R(h) it suffices to

show that for each prime power pλ || c we have

p−λ
λ∑
j=0

(
m

pλ−j

)
p−jFh(p

j) =


(
m

pλ

)
if p - m,(

m/p∗

pλ

)(
p∗

(h2 −mn)/pλ

)
if p | m,

(4.3.16)

when h2 ≡ mn (mod 24pλ), and 0 otherwise.

Suppose first that p is an odd prime. Set

pµ := (m′, pj).

Then G(dm′, k, pj) = 0 unless pµ | k. In the latter case, using (4.3.7) and

(4.3.9), we find that

G(dm′, k, pj) = εpj−µp
j+µ
2

(
dm′/pµ

pj−µ

)
e

(
−d(4m′/pµ)(k/pµ)2

pj−µ

)
.

Writing k = pµ`, we find that

Fh(p
j) = εpj−µ

(
m′/pµ

pj−µ

)
p
j+µ
2

∑
d(pj)∗

(
d

pj−µ

)
e

(
d

pj

(
n′ − h2 − 1

24

))

×
∑

`(pj−µ)

e

(
−d(6pµ + (4m′/pµ))`2 − dh`

pj−µ

)
. (4.3.17)
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Since

(4m′/pµ)m = (4m′/pµ)(24pµm′/pµ + 1) ≡ 6pµ + (4m′/pµ) (mod pj−µ),

the inner sum is equal to

G(−dm(4m′/pµ),−dh, pj−µ).

We first consider the case where p - m, and we choose m such that mm ≡ 1

(mod 24pλ). Using (4.3.9) again, we find that

Fh(p
j) = pj

(
−m
pj−µ

)
ε2
pj−µ

∑
d(pj)∗

e

(
d

pj

(
n′ − h2 − 1

24
+mm′h2

))
.

Note that

n′ − h2 − 1

24
+mm′h2 ≡ n−mh2

24
(mod pλ).

Since ε2
pj−µ =

(
−1
pj−µ

)
and m ≡ 1 (mod pµ) we conclude that the quantity in

(4.3.16) is

p−λ
λ∑
j=0

(
m

pλ−j

)
p−jFh(p

j) = p−λ
(
m

pλ

) λ∑
j=0

∑
d(pj)∗

e

(
dpλ−j

pλ

(
n−mh2

24

))

= p−λ
(
m

pλ

)∑
d(pλ)

e

(
d

pλ

(
n−mh2

24

))

=


(
m

pλ

)
if pλ | n−mh

2

24
,

0 otherwise.

The condition pλ | (n −mh2)/24 is equivalent to h2 ≡ mn (mod 24pλ), so

(4.3.16) is true in the case where p is an odd prime not dividing m.

We turn now to the case where p | m. Then p - m′, so µ = 0 in (4.3.17),

and since m is squarefree, (m/p, p) = 1. Furthermore, all of the terms in the

sum on the left-hand side of (4.3.16) vanish except for the term j = λ. From
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(4.3.17) we have

Fh(p
λ) = εpλ

(
m′

pλ

)
pλ/2

×
∑
d(pλ)∗

(
d

pλ

)
e

(
d

pλ

(
n′ − h2 − 1

24

))
G(−dm(4m′),−dh, pλ),

which is zero unless p | h. Assume that p | h; then, using (4.3.9), we obtain

Fh(p
λ) = pλ+ 1

2 εp

(
m′

p

)(
−m/p
pλ−1

)
×
∑
d(pλ)∗

(
d

p

)
e

(
d

pλ

(
n′ − h2 − 1

24
+

(m/p)m′h2

p

))
.

Set

α := n′ − h2 − 1

24
+

(m/p)m′h2

p
.

Replacing d by d+ p, we see that the sum

∑
d(pλ)∗

(
d

p

)
e

(
dα

pλ

)

is zero unless pλ−1 | α. Assume that pλ−1 | α. Then

∑
d(pλ)∗

(
d

p

)
e

(
dα

pλ

)
= pλ−1

∑
d(p)

(
d

p

)
e

(
dα/pλ−1

p

)
= εp p

λ− 1
2

(
α/pλ−1

p

)
,

where the last equality uses Theorem 1.1.5 of [BEW] and (4.3.8). We have

p 6= 3 since m ≡ 1 (mod 24), so
(
m′

p

)
=
(
−24
p

)
. Therefore

Fh(p
λ) = p2λε2

p

(
−m/p
pλ−1

)(
−24α/pλ−1

p

)
.

We have

24α

pλ−1
=
p(n− h2) + (m/p)24m′h2

pλ

66



which, together with the fact that (m/p)m ≡ p (mod pλ+1), yields

24α

pλ−1
≡ (m/p) [mn−mh2 + 24m′h2]

pλ
≡ (m/p) [mn− h2]

pλ
(mod p).

Therefore

Fh(p
λ) = p2λ

(
−m/p
pλ

)(
(h2 −mn)/pλ

p

)
= p2λ

(
m/p∗

pλ

)(
p∗

(h2 −mn)/pλ

)
,

under the assumption that pλ−1 | α. This assumption is equivalent to h2 ≡ mn

(mod 24pλ) and implies that p | h, which justifies our previous assumption.

Thus we conclude that

Fh(p
λ) =


p2λ

(
m/p∗

pλ

)(
p∗

(h2 −mn)/pλ

)
if h2 ≡ mn (mod 24pλ),

0 otherwise,

(4.3.18)

which verifies (4.3.16) in the case where p is an odd prime dividing m.

Now suppose that p = 2. Since 2 - m and
(
m
2

)
= 1, we want to show that

λ∑
j=0

2−jFh(2
j) =

2λ if h2 ≡ mn (mod 24 · 2λ),

0 otherwise.
(4.3.19)

We recall the definition

Fh(u) :=
∑
d(u)∗

e

(
d

u

(
n′ − h2 − 1

24

))∑
k(u)

e

(
−dk(6k + h)

u

)
G(dm′, k, u).

Define µ by

2µ = (m′, 2j).

Then

G(dm′, k, 2j) =

2µG(dm′/2µ, k/2µ, 2j−µ) if 2µ | k,

0 otherwise.

Let

β := n′ − h2 − 1

24
+ h2mm′, with mm ≡ 1 (mod 24 · 2λ).
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We claim that

Fh(2
j) = 2j

∑
d(2j)∗

e

(
dβ

2j

)
. (4.3.20)

If µ = j then G(dm′/2µ, k/2µ, 2j−µ) = 1 and 2j | m′, so

Fh(2
j) = 2j

∑
d(2j)∗

e

(
dβ

2j

)
.

If µ = j − 1 then

G(dm′/2µ, k/2µ, 2j−µ) =

2 if k/2µ is odd,

0 if k/2µ is even.

Since 2j−1 | m′ and m is odd, we have β ≡ n′− (h2− 1)/24− 2j−1h (mod 2j),

which yields

Fh(2
j) = 2j

∑
d(2j)∗

e

(
d

2j

(
n′ − h2 − 1

24

)
− d · 2j−1(6 · 2j−1 + h)

2j

)

= 2j
∑
d(2j)∗

e

(
dβ

2j

)
.

If µ ≤ j − 2 then by (4.3.9) we have

G(dm′/2µ, k/2µ, 2j−µ) =
(1 + i) ε−1

dm′/2µ
2
j−µ
2

(
2j−µ

dm′/2µ

)
e

(
−d(m′/2µ)(k/2µ)2

2j−µ+2

)
if k/2µ is even,

0 if k/2µ is odd.

Writing k = 2µ+1`, we have

Fh(2
j) = (1 + i) 2

j+µ
2

∑
d(2j)∗

e

(
d

2j

(
n′ − h2 − 1

24

))
ε−1

dm′/2µ

(
2j−µ

dm′/2µ

)

×
∑

`(2j−µ−1)

e

(
−d · 2

µ+1`(6 · 2µ+1`+ h)

2j
− d(m′/2µ)`2

2j−µ

)
.
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Since (m′/2µ) + 24 · 2µ ≡ (m′/2µ)m (mod 2j−µ), the inner sum equals

1

2
G(−dm(m′/2µ),−2dh, 2j−µ)

= (1 + i) 2
j−µ
2
−1 ε−1

−dm(m′/2µ)

(
2j−µ

−dm(m′/2µ)

)
e

(
dh2mm′

2j

)
.

Since

ε−1

dm′/2µ
ε−1

−dm(m′/2µ)
= −i,

we have

Fh(2
j) = 2j

∑
d(2j)∗

e

(
dβ

2j

)
.

We conclude in every case that

λ∑
j=0

2−jFh(2
j) =

λ∑
j=0

∑
d (2j)∗

e

(
dβ

2j

)

=
∑
d(2λ)

e

(
dβ

2λ

)
=

2λ if h2 ≡ mn (mod 24 · 2λ),

0 otherwise,

which completes the proof.

We now prove the Weil-type bound of Corollary 1.1.6, namely

K(M ′, n′; c)� τ((v, c))τ(c)(mn, c)
1
2
√
c. (4.3.21)

Proof of Corollary 1.1.6. Estimating the right-hand side of (1.1.25) trivially,

we find that

|K(M ′, n′; c)| ≤ 4√
3
τ
(
(v, c)

)
c

1
2R
(
mn, 24c

)
, (4.3.22)

where

R(y, `) = #{x mod ` : x2 ≡ y mod `}.

The function R(y, `) is multiplicative in `. If p is prime and p - y, then

R(y, pe) ≤

2 if p is odd,

4 if p = 2.
(4.3.23)
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If y = pdy′ with p - y′ then R(y, pe) ≤ pd/2R(y′, pe−d). It follows that

R(y, `) ≤ 2 · 2ω(`)(y, `)
1
2 , (4.3.24)

where ω(`) is the number of primes dividing `. By (4.3.22), (4.3.23), (4.3.24),

and the fact that 2ω(`) ≤ τ(`), we obtain (4.3.21).

4.4 Proof of Theorem 1.1.4

We begin by recording exact formulas for the coefficients p(m,n) in terms

of Kloosterman sums and the I- and J-Bessel functions Iα(x) and Jα(x).

The following formulas are found in Proposition 11 of [AA1]. Let h̃m denote

the functions in that paper; then our functions hm described in (1.1.18) and

(1.1.17) are normalized as

hm =

−3m3/2

4
√
π
h̃m if m > 0,

|m|3/2 h̃m if m < 0.
(4.4.1)

Suppose that m,n ≡ 1 (mod 24) are not both negative. By Propositions 8

and 11 of [AA1] we have

p(m,n) =


2π

|mn| 14
∑
c>0

K(m′, n′; c)

c
I 3

2

(
π
√
|mn|
6c

)
if mn < 0,

4

(mn)
1
4

∑
c>0

K(m′, n′; c)

c

[
∂

∂s
Js− 1

2

(
π
√
mn

6c

) ∣∣∣∣
s=2

]
if mn > 0.

(4.4.2)

To prove Theorem 1.1.4 we will show that the traces Trv(m,n) can also be

expressed as infinite series involving Kloosterman sums and Bessel functions.

This is essentially accomplished in the following proposition. To simplify the

statement of the proposition for square and non-square positive discriminants,

we set Pv,Q(τ, s) := Pv(τ, s) whenever Q has positive non-square discriminant.

The functions Pv(τ), Pv(τ, s), and Pv,Q(τ, s) are defined in (4.1.9), (4.1.7),

and (4.2.13), respectively.

Proposition 4.4.1. Suppose that m,n ≡ 1 (mod 24) and that m is square-
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free. If mn < 0 then

1

|mn| 12
∑

Q∈Γ\Q(1)
mn,6

χm(Q)Pv(τQ)

=
2π

|mn| 14
∑
d|v

√
d

(
12

d

)(
m

v/d

)∑
c>0

K((d2m)′, n′; c)

c
I 3

2

(
π
√
|d2mn|
6c

)
.

(4.4.3)

If Re(s) > 1 and m,n > 0 then

1

2π

∑
Q∈Γ\Q(1)

mn,6

χm(Q)

∫
CQ

Pv,Q(τ, s)
dτ

Q(τ, 1)

=
4

(mn)
1
4

∑
d|v

√
d

(
12

d

)(
m

v/d

)∑
c>0

K((d2m)′, n′; c)

c
Js− 1

2

(
π
√
d2mn

6c

)
.

(4.4.4)

Before proving Proposition 4.4.1, we remark that when s = 2, the right-

hand side of (4.4.4) is often identically zero. This follows from equation (3.15)

of [AA1], which states that

∑
c>0

K(m′, n′; c)

c
J3/2

(
π
√
mn

6c

)
=

0 if m 6= n,

1
2π

if m = n.

The only situation in which the right-hand side of (4.4.4) does not vanish

is when n = mt2 for some integer t and v = t`, for some integer ` with

(`,m) = 1. In that case (4.4.4) becomes

∑
Q∈Q(1)

(mt)2,6

χm(Q)

∫
CQ

Pv,Q(τ, 2)
dτ

Q(τ, 1)
=

4√
m

(
12

t

)(m
`

)
.

Proof of Proposition 4.4.1. Suppose that mn < 0, and let L−v (m,n) denote

the left-hand side of (4.4.3). Using the definition of Pv(τ) = Pv(τ, 2) in (4.1.7),

we find that

L−v (m,n) = 1
6
|mn|−

1
2

∑
d|6

∑
Q∈Γ6\Q(1)

mn,6

∑
γ∈Γ∞\Γ6

µ(d)χm(Q)φv (γWd τQ, 2, 0) .
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Using P1 and P3 of Lemma 4.2.1 and equation (4.2.1), this becomes

L−v (m,n) = 1
6
|mn|−

1
2

∑
d|6

∑
Q∈Γ6\Q(1)

mn,6

∑
γ∈Γ∞\Γ6

µ(d)χm(γWdQ)φv (τγWdQ, 2, 0) .

By (4.2.4) and (4.2.6) the map (γ, d,Q) 7→ γWdQ gives a bijection

Γ∞\Γ6 × {1, 2, 3, 6} × Γ6\Q(1)
mn,6 ←→ Γ∞\Qmn,6. (4.4.5)

If Q ∈ Q(1)
mn,6 and Q′ = WdQ = [a, b, c] then µ(d) =

(
12
b

)
by (4.2.4) and (4.2.5).

With Ms,k(y) as in (4.1.1), we have

L−v (m,n) = 1
6
|mn|−1/2

∑
Q∈Γ∞\Qmn,6
Q=[a,b,c]

(
12
b

)
χm(Q)M2,0(4πv Im τQ)e(−vRe τQ).

Since Qmn,6 contains only positive definite forms (those with a > 0), we have

τQ = − b

2a
+ i

√
|mn|
2a

.

By [DL, (13.18.8)], we have

M2,0(4πvy) = M0,3/2(4πvy) = 12π
√
vy I3/2(2πvy),

which gives

L−v (m,n) =
π
√

2v

|mn| 14
∑

Q∈Γ∞\Qmn,6
Q=[a,b,c]

(
12

b

)
χm(Q)√

a
I 3

2

(
πv
√
|mn|
a

)
e

(
bv

2a

)
.

(4.4.6)

Now suppose that m and n are both positive, and let L+
v (m,n) denote

the left-hand side of (4.4.4). As in (4.2.11), we write

dτQ =

√
mndτ

Q(τ, 1)
.
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If mn is not a square, then by (4.1.7) we have

L+
v (m,n) =

C(s)

2πΓ(2s)
√
mn

∑
d|6

µ(d)
∑

Q∈Γ6\Q(1)
mn

χm(Q)

×
∑

γ∈Γ∞\Γ6

∫
CQ

φv(γWd τ, s, 0) dτQ. (4.4.7)

For each Q, let ΓQ ⊆ Γ6 denote the stabilizer of Q. We rewrite the sum

over Γ∞\Γ6 as a sum over γ ∈ Γ∞\Γ6/ΓQ and a sum over g ∈ ΓQ. Since

SQ = ∪g∈ΓQCQ, the inner sum in (4.4.7) becomes

∑
γ∈Γ∞\Γ6/ΓQ

∫
SQ

φv(γWd τ, s, 0) dτQ.

In each integral, we replace τ by W−1
d γ−1τ . Using (4.2.12) and P1 and P3 of

Lemma 4.2.1, we obtain

L+
v (m,n) =

C(s)

2πΓ(2s)
√
mn

∑
d|6

∑
Q∈Γ6\Q(1)

mn,6

∑
γ∈Γ∞\Γ6/ΓQ

µ(d)χm(γWdQ)

×
∫
SγWd Q

φv(τ, s, 0) dτγWdQ. (4.4.8)

As in (4.4.5), we have the bijection

Γ∞\Γ6/ΓQ × {1, 2, 3, 6} × Γ6\Q(1)
mn,6 ←→ Γ∞\Qmn,6

given by (γ, d,Q) 7→ γWdQ. Thus

L+
v (m,n) =

C(s)

2πΓ(2s)
√
mn

×
∑

Q∈Γ∞\Qmn,6
Q=[a,b,c]

(
12

b

)
χm(Q)

∫
SQ

Ms,0(4πv Im τ)e(−vRe τ) dτQ. (4.4.9)

In order to treat the square case together with the non-square case, we will

show that, with the added condition a 6= 0 in the sum, (4.4.9) holds when mn

is a square. Of course, a 6= 0 is implied in (4.4.9) when mn is not a square.

Suppose that mn > 0 is a square. For each Q ∈ Q(1)
mn,6 define ai,Q :=
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ri,Q/si,Q as in (4.2.13). The stabilizer ΓQ is trivial for all Q ∈ Qmn,6 and,

using (4.2.13), we have (4.4.8) with the added condition γWd ai,Q 6= ∞ on

the third sum; that is,

L+
v (m,n) =

C(s)

2πΓ(2s)
√
mn

∑
d|6

∑
Q∈Γ\Q(1)

mn,6

∑
γ∈Γ∞\Γ6

γWd ai,Q 6=∞

µ(d)χm(γWdQ)

×
∫
SγWd Q

φv(τ, s, 0) dτγWdQ. (4.4.10)

The quadratic forms Q having ∞ = [1, 0] as a root are of the form Q =

[0,±b, ∗], where b =
√
mn. Thus the condition γWd ai,Q 6=∞ is equivalent to

γWdQ 6= [0,±b, ∗]. Applying the bijection (4.4.5), which holds in this case

since ΓQ is trivial, we obtain (4.4.9) with the restriction a 6= 0 on the sum.

Treating the square and non-square case together, we assume that m and

n are arbitrary positive integers satisfying m,n ≡ 1 (mod 24). Suppose that

Q = [a, b, c]. The apex of the semicircle SQ is

− b

2a
+ i

√
mn

2|a|
,

so we parametrize SQ by

τ = − b

2a
+

√
mn

2a
ei sgn(a)θ

= − b

2a
+

√
mn

2a
cos θ + i

√
mn

2|a|
sin θ, 0 ≤ θ ≤ π. (4.4.11)

Then we have

Q(τ, 1) =
mn

4a
(e2i sgn(a)θ − 1),

which gives

dτQ =

√
mndτ

Q(τ, 1)
=

dθ

sin θ
. (4.4.12)

Combining (4.4.9), (4.4.11), and (4.4.12), we obtain

L+
v (m,n) =

C(s)

2πΓ(2s)
√
mn

∑
Q∈Γ∞\Qmn,6
Q=[a,b,c],a 6=0

RQ(m,n),
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where

RQ(m,n) :=(
12

b

)
χm(Q)e

(
bv

2a

)∫ π

0

Ms,0

(
2πv
√
mn

|a|
sin θ

)
e

(
−v
√
mn

2a
cos θ

)
dθ

sin θ
.

For each Q = [a, b, c] ∈ Γ∞\Qmn,6 with a > 0, we have (using P5 of Lemma

4.2.1)

RQ(m,n) +R−Q(m,n) = 2

(
12

b

)
χm(Q)e

(
bv

2a

)
×
∫ π

0

Ms,0

(
2πv
√
mn

a
sin θ

)
cos

(
πv
√
mn

a
cos θ

)
dθ

sin θ
.

By [DL, (13.18.8)] we have

Ms,0(y) = M0,s−1/2(y) = 22s−1 Γ(s+ 1/2)
√
y Is−1/2(y/2),

hence

L+
v (m,n) =

22s−1/2C(s)Γ(s+ 1/2)√
π Γ(2s)(mn)1/4

∑
Q∈Γ∞\Q+

mn,6

(
12

b

)
χm(Q)

√
v

a
e

(
bv

2a

)

×
∫ π

0

Is−1/2

(
πv
√
mn

a
sin θ

)
cos

(
πv
√
mn

a
cos θ

)
dθ√
sin θ

, (4.4.13)

where Q+
mn,6 consists of those Q = [a, b, c] with a > 0. Lemma 9 of [DIT]

asserts that for Re s > 0 we have∫ π

0

cos(t cos θ)Is−1/2(t sin θ)
dθ√
sin θ

= 2s−1 Γ(s/2)2

Γ(s)
Js−1/2(t).

Since
23s−3/2C(s)Γ(s+ 1/2)Γ(s/2)2

√
π Γ(2s) Γ(s)

= 2
√

2,

we obtain

L+
v (m,n) =

2
√

2v

(mn)
1
4

∑
Q∈Γ∞\Q+

mn,6

(
12

b

)
χm(Q)√

a
e

(
bv

2a

)
Js− 1

2

(
πv
√
mn

a

)
.

(4.4.14)
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Combining (4.4.6) and (4.4.14), we have

L±v (m,n) =

√
2v

|mn| 14
∑

Q∈Γ∞\Q+
mn,6

Q=[a,b,c]

(
12

b

)
χm(Q)√

a
e

(
bv

2a

)
ϕ±

(
πv
√
|mn|
a

)
,

(4.4.15)

where

ϕ−(x) = πI3/2(x),

ϕ+(x) = 2Js−1/2(x).

Since ( 1 k
0 1 ) [a, b, c] = [a, b− 2ka, ∗], we have a bijection

Γ∞\Q+
mn,6 ←→ {(a, b) : a > 0, 6 | a, 0 ≤ b < 2a} ,

which gives

L±v (m,n) =

√
2v

|mn| 14
∑
a>0
6|a

a−1/2ϕ±

(
πv
√
|mn|
a

)

×
∑

b mod 2a
b2−mn

4a
∈Z

(
12

b

)
χm

(
[a, b, b

2−mn
4a

]
)
e

(
bv

2a

)
. (4.4.16)

We write a = 6c and find that the inner sum in (4.4.16) equals 1
2
Sv(m,n; 24c)

(see (1.1.24)), so

L±v (m,n) =

√
v

2
√

3 |mn| 14
∑
c>0

Sv(m,n; 24c)√
c

ϕ±

(
πv
√
|mn|

6c

)
.

Applying Proposition 4.3.2, we obtain

L±v (m,n) =
2
√
v

|mn| 14
∑
c>0

c−1/2ϕ±

(
πv
√
|mn|

6c

)

×
∑
u|(v,c)

(
12

v/u

)(m
u

) √u

c
K

((
v2

u2
m
)′
, u′;

c

u

)
.
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We replace c by cu and switch the order of summation to obtain

L±v (m,n) =
2

|mn| 14
∑
u|v

(
12

v/u

)(m
u

)√v

u

×
∑
c>0

1

c
K

((
v2

u2
m
)′
, u′; c

)
ϕ±

(
πv/u

√
|mn|

6c

)
.

Finally, letting d = v/u we conclude that

L±v (m,n) =

2

|mn| 14
∑
d|v

√
d

(
12

d

)(
m

v/d

)∑
c>0

K((d2m)′, n′; c)

c
ϕ±

(
π
√
|d2mn|
6c

)
,

from which Proposition 4.4.1 follows.

Theorem 1.1.4 now follows easily from Proposition 4.4.1.

Proof of Theorem 1.1.4. As above, we let Pv,Q(τ, s) := Pv(τ, s) when Q has

positive non-square discriminant. Then the definition of the traces in (1.1.15)

becomes

Trv(m,n) =


|mn|−1/2

∑
Q∈Γ\Q(1)

mn,6

χm(Q)Pv(τQ) if mn < 0,

1

2π

∑
Q∈Γ\Q(1)

mn,6

χm(Q)

∫
CQ

[
∂

∂s
Pv,Q(τ, s)

∣∣∣∣
s=2

]
dτ

Q(τ, 1)
if mn > 0.

When mn < 0, (1.1.20) follows immediately from (4.4.2) and (4.4.3). When

m,n > 0, we take the derivative of each side with respect to s, then set s = 2.

Comparing the resulting equation with (4.4.2) gives (1.1.20).
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5 Kloosterman sums and Maass
cusp forms

In this chapter we prove the theorems contained in Section 1.2 of the intro-

duction. The material in this chapter is joint with Scott Ahlgren and appears

in [AA2].

We begin by proving a general version of Theorem 1.2.5 in Section 5.1.

The basic tool relating Kloosterman sums and Maass cusp forms is a version

of Kuznetsov’s trace formula, which we prove in Section 5.2. In Section 5.3 we

introduce theta lifts which give a Shimura-type correspondence from Maass

cusp forms of half-integral weight with the eta multiplier to Maass cusp

forms of integral weight on Γ0(6). In Section 5.4 we obtain estimates for the

K-Bessel transform φ̌(r) appearing in the Kuznetsov trace formula which,

together with Theorem 1.2.5, suffice to prove Theorem 1.2.3 (Section 5.5).

In Section 5.6 we prove Theorem 5.6.1, which gives an estimate for sums

of coefficients of Maass cusp forms of half-integral weight. In Section 5.7

we use Theorem 5.6.1 and a modification of the argument of [ST] to prove

Theorems 1.2.4, 1.2.1 and 1.2.2.

Notation. In this chapter we follow the definitions given in Section 2.3.2. In

particular, the slash operator is defined as

f
∣∣
k

(
a b

c d

)
=

(
cτ + d

|cτ + d|

)−k
f

(
aτ + b

cτ + d

)
and the Laplacian is given by

∆k = y2

(
∂2

∂x2
+

∂2

∂y2

)
− iky ∂

∂x
.

Furthermore, throughout this chapter, ε denotes an arbitrarily small positive

number whose value is allowed to change with each occurence. Implied

constants in any equation which contains ε are allowed to depend on ε. For all

other parameters, we will use a subscript (e.g. �a,b,c) to signify dependencies

in the implied constant.
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5.1 A mean value estimate for coefficients of

Maass cusp forms

In this section we prove a general version of Theorem 1.2.5 which applies to

the Fourier coefficients of weight ±1/2 Maass cusp forms with multiplier ν

for Γ0(N), where ν satisfies the following assumptions:

1. There exists β = βν ∈ (1/2, 1) such that

∑
c>0

|S(n, n, c, ν)|
c1+β

�ν n
ε. (5.1.1)

2. None of the cusps of Γ0(N) is singular for ν.

By (2.3.30) the multipliers χ and χ on SL2(Z) satisfy these assumptions with

β = 1/2 + ε.

Fix an orthonormal basis of cusp forms {fj} for Sk(Γ0(N), ν). For each

j, let aj(n) denote the n-th Fourier coefficient of fj and let rj denote the

spectral parameter.

Theorem 5.1.1. Suppose that k = ±1/2 and that ν satisfies conditions (1)

and (2) above. Then for all x ≥ 2 and n ≥ 1 we have

nν
∑

0<rj≤x

|aj(n)|2

chπrj
=


x

3
2

3π2
+Oν

(
x

1
2 log x+ nβ+ε

)
if k = 1/2,

x
5
2

5π2
+Oν

(
x

3
2 log x+ nβ+εx

1
2

)
if k = −1/2.

(5.1.2)

The n > 0 case of Theorem 1.2.5 follows from a direct application of

Theorem 5.1.1 when (k, ν) = (1/2, χ). For n < 0, we apply Theorem 5.1.1 to

the case (k, ν) = (−1/2, χ) and use the relation (2.3.13).

5.1.1 An auxiliary version of the Kuznetsov trace

formula

We begin with an auxiliary version of Kuznetsov’s formula ([Ku, §5]) which is

Lemma 3 of [P2] with m = n. By assumption (2) there are no Eisenstein series

for the multiplier system ν. While Proskurin assumes that k > 0 throughout
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his paper, this lemma is still valid for k < 0 by the same proof. We include

the term Γ(2σ− 1) which is omitted on the right-hand side of [P2, Lemma 3].

Lemma 5.1.2. Suppose that k = ±1/2 and that ν satisfies conditions (1)

and (2) above. For n > 0, t ∈ R, and σ > 1 we have

− 1

ik+1

∑
c>0

S(n, n, c, ν)

c2σ

∫
L

Kit

(
4πnν
c

q
)(

q +
1

q

)2σ−2

qk−1 dq =
Γ(2σ − 1)

4(2πnν)2σ−1

− 21−2σπ2−2σn2−2σ
ν

Γ(σ − k
2

+ it
2
)Γ(σ − k

2
− it

2
)

∑
rj

|aj(n)|2Λ
(
σ +

it

2
, σ − it

2
, rj

)
, (5.1.3)

where L is the contour |q| = 1, Re(q) > 0, from −i to i and

Λ(s1, s2, r) = Γ
(
s1−

1

2
−ir

)
Γ
(
s1−

1

2
+ir

)
Γ
(
s2−

1

2
−ir

)
Γ
(
s2−

1

2
+ir

)
.

We justify substituting σ = 1 in this lemma. Suppose that t ∈ R and

write a = 4πnν/c and q = eiθ with −π/2 < θ < π/2. By [DL, (10.27.4),

(10.25.2), and (5.6.7)] we have, for c sufficiently large,

Kit

(
aeiθ

)
� e−

π|t|
2

(
eθt + e−θt

)
.

So Kit(aq)� 1 on L and the integral over L is bounded uniformly in a. By

this and the assumption (5.1.1), the left-hand side of (5.1.3) is absolutely

uniformly convergent for σ ∈ [1, 2]. In this range we have

∣∣∣Γ(σ − 1

2
+ iy

)∣∣∣ =
|Γ(σ + 1

2
+ iy)|

|σ − 1
2

+ iy|
≤ 2

∣∣∣Γ(σ +
1

2
+ iy

)∣∣∣ .
Using this together with the fact that Λ

(
σ + it

2
, σ − it

2
, rj
)

is positive, we see

that the convergence of the right hand side of (5.1.3) for σ > 1 implies the

uniform convergence of the right hand side for σ ∈ [1, 2]. We may therefore

take σ = 1.

To evaluate the integral on the left-hand side of (5.1.3) we require the

following lemma.
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Lemma 5.1.3. Suppose that a > 0. Then∫
L

Kit(aq)q
k−1 dq = i

√
2 a−k

×


∫ a

0

u−
1
2

∫ ∞
0

cos(tξ)
(
cos(u ch ξ)− sin(u ch ξ)

)
dξ du if k =

1

2
,∫ ∞

a

u−
3
2

∫ ∞
0

cos(tξ)
(
cos(u ch ξ) + sin(u ch ξ)

)
dξ du if k = −1

2
.

(5.1.4)

Proof. The case k = 1/2 follows from equation (44) in [P2] (correcting a

typo in the upper limit of integration) and the integral representation [DL,

(10.9.8)].

For k = −1/2, we write∫
L

Kit(aq)q
k−1 dq = −

(∫ −i
−iR

+

∫ iR

i

+

∫
LR

)
Kit(aq)q

k−1 dq,

where the first two integrals are along the imaginary axis, and LR is the

semicircle |q| = R, Re(q) > 0, traversed clockwise. By [DL, (10.40.10)], the

integral over LR approaches zero as R→∞. For the first and second integrals

we change variables to q = −iu/a and q = iu/a, respectively, to obtain∫
L

Kit(aq)q
k−1 dq = −

√
a

∫ ∞
a

(√
−iKit(iu)−

√
iKit(−iu)

) du

u3/2
.

The lemma follows from writing Kit(±iu) as a linear combination of Jit(u)

and J−it(u) using [DL, (10.27.9), (10.27.3)] and applying the integral repre-

sentation [DL, (10.9.8)].

Starting with (5.1.3) with σ = 1 and using the fact that

Λ (1 + it, 1− it, r) =
π2

ch(πr + πt) ch(πr − πt)
, (5.1.5)

we replace t by 2t, multiply by

4nν
π2

g(t), where g(t) :=
∣∣∣Γ(1− k

2
+ it

)∣∣∣2 sh πt,
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and integrate on t from 0 to x. Applying Lemma 5.1.3 to the result, we obtain

nν
∑
rj

|aj(n)|2

chπrj
hx(rj)

=
1

2π3

∫ x

0

g(t) dt+
(4nν)

1−k
√

2

ikπ2+k

∑
c>0

S(n, n, c, ν)

c2−k I
(
x,

4πnν
c

)
, (5.1.6)

where

hx(r) :=

∫ x

0

2 shπt chπr

ch(πr + πt) ch(πr − πt)
dt (5.1.7)

and

I(x, a) :=



∫ x

0

g(t)

∫ a

0

u−
1
2

∫ ∞
0

cos(2tξ)

×
(
cos(u ch ξ)− sin(u ch ξ)

)
dξ du dt

if k =
1

2
,

∫ x

0

g(t)

∫ ∞
a

u−
3
2

∫ ∞
0

cos(2tξ)

×
(
cos(u ch ξ) + sin(u ch ξ)

)
dξ du dt

if k = −1

2
.

(5.1.8)

5.1.2 The function g(t) and the main term

A computation involving [DL, (5.11.3), (5.11.11)] shows that for fixed x and

y ≥ 1 we have

Γ(x+ iy)Γ(x− iy) = 2πy2x−1e−πy
(

1 +O
(

1

y

))
,

from which it follows that

g(t) = πt1−k +O(t−k) as t→∞. (5.1.9)

We have

g(t) = πΓ
(
1− k

2

)2
t+O(t2) as t→ 0. (5.1.10)

This gives the main term

1

2π3

∫ x

0

g(t) dt =


x

3
2

3π2
+O

(
x

1
2

)
if k =

1

2
,

x
5
2

5π2
+O

(
x

3
2

)
if k = −1

2
.

(5.1.11)
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5.1.3 Preparing to estimate the error term

The error term in (5.1.2) is obtained by uniformly estimating the integral

I(x, a) in the ranges a ≤ 1 and a ≥ 1. The analysis is similar in spirit to

[Ku, Section 5], but the nature of the function g(t) introduces substantial

difficulties. In this section we collect a number of facts which we will require

for these estimates.

Given an interval [a, b], let var f denote the total variation of f on [a, b]

which, for f differentiable, is given by

var f =

∫ b

a

|f ′(x)| dx. (5.1.12)

We begin by collecting some facts about the functions g′(t), (g(t)/t)′, and

t(g(t)/t)′.

Lemma 5.1.4. Let k = ±1/2. If x ≥ 1 then on the interval [0, x] we have

var (g(t)/t)′ � 1 + x−1−k, (5.1.13)

var t(g(t)/t)′ � 1 + x−k. (5.1.14)

For t > 0 we have

g′(t) > 0, sgn (g(t)/t)′ = − sgn k. (5.1.15)

Proof. Let σ = 1− k/2. Taking the logarithmic derivative of g(t)/t, we find

that (
g(t)

t

)′
= g(t)h(t), (5.1.16)

where

h(t) :=
1

t

[
i
(
ψ(σ + it)− ψ(σ − it)

)
− 1

t
+ π cothπt

]
, ψ :=

Γ′

Γ
.

We have

g′(t) = g(t)
[
i
(
ψ(σ + it)− ψ(σ − it)

)
+ π cothπt

]
,
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and

h′(t) = −h(t)

t
− 1

t

[
ψ′(σ + it) + ψ′(σ − it)− 1

t2
+ π2(cschπt)2

]
.

At t = 0 we have the Taylor series

g(t) = πΓ(σ)2t+ πΓ(σ)2
(
π2

6
− ψ′(σ)

)
t3 + . . . , (5.1.17)

h(t) =
π2

3
− 2ψ′(σ) +

(
1

3
ψ′′′(σ)− π4

45

)
t2 + . . . . (5.1.18)

Thus we have the estimates

g(t)� t, g′(t)� 1, h(t)� 1, and h′(t)� t as t→ 0. (5.1.19)

For large t we use [DL, (5.11.2) and (5.15.8)] to obtain the asymptotic

expansions

i
(
ψ(σ + it)− ψ(σ − it)

)
= −2 arctan

(
t

σ

)
− t

σ2 + t2
+O

( 1

t2

)
, (5.1.20)

ψ′(σ + it) + ψ′(σ − it) =
2σ

σ2 + t2
+

σ2 − t2

(σ2 + t2)2
+O

( 1

t3

)
. (5.1.21)

By (5.1.9), (5.1.20), and (5.1.21) we have the estimates

g(t)� t1−k, g′(t)� t−k, h(t)� 1

t2
, and h′(t)� 1

t3
as t→∞.

(5.1.22)

From (5.1.22) and (5.1.12) it follows that

var (g(t)/t)′ =

∫ x

0

|g(t)h′(t) + g′(t)h(t)| dt� 1 + x−1−k

and

var t(g(t)/t)′ =

∫ x

0

|t g(t)h′(t) + t g′(t)h(t) + g(t)h(t)| dt� 1 + x−k.

Using [DL, (4.36.3), (5.7.6)] we have

h(t) = 2
∞∑
n=1

(
1

t2 + n2
− 1

t2 + (n− k
2
)2

)
.
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The second claim in (5.1.15) follows from (5.1.16). The first is simpler.

Suppose that f ≥ 0 and φ are of bounded variation on [a, b] with no

common points of discontinuity. By Corollary 2 of [Kno], there exists [α, β] ⊆
[a, b] such that ∫ b

a

f dφ = (inf f + var f)

∫ β

α

dφ, (5.1.23)

where the integrals are of Riemann-Stieltjes type. We obtain the following by

taking φ(x) =
∫ x

0
G(t) dt.

Lemma 5.1.5. Suppose that F ≥ 0 and G are of bounded variation on [a, b]

and that G is continuous. Then∣∣∣∣∫ b

a

F (x)G(x) dx

∣∣∣∣ ≤ (inf F + varF ) sup
[α,β]⊆[a,b]

∣∣∣∣∫ β

α

G(x) dx

∣∣∣∣ . (5.1.24)

We will frequently make use of the following well-known estimates for

oscillatory integrals (see, for instance, [T, Chapter IV, p. 61]).

Lemma 5.1.6 (First derivative estimate). Suppose that F and G are real-

valued functions on [a, b] with F differentiable, such that G(x)/F ′(x) is mono-

tonic. If |F ′(x)/G(x)| ≥ m > 0 then∫ b

a

G(x)e(F (x)) dx� 1

m
.

Lemma 5.1.7 (Second derivative estimate). Suppose that F and G are real-

valued functions on [a, b] with F twice differentiable, such that G(x)/F ′(x) is

monotonic. If |G(x)| ≤M and |F ′′(x)| ≥ m > 0 then∫ b

a

G(x)e(F (x)) dx� M√
m
.

5.1.4 The first error estimate

We estimate the error arising from I(x, a) (recall (5.1.8)) when k = 1/2.

Proposition 5.1.8. Suppose that k = 1/2. For a > 0 we have

I(x, a)�


√
a
(
log(1/a) + 1

)
if a ≤ 1,

1 if a ≥ 1.
(5.1.25)
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Proof. We write I(x, a) as a difference of integrals, one involving cos(u ch ξ),

the other involving sin(u ch ξ). We will estimate the first integral, the second

being similar. We have∫ ∞
0

cos(2tξ) cos(u ch ξ) dξ =

∫ T

0

cos(2tξ) cos(u ch ξ) dξ +RT (u, t),

where, by the second derivatve estimate,

RT (u, t)� u−
1
2 e−

T
2 .

For 0 < ε < a we have, using (5.1.9),∫ x

0

g(t)

∫ a

ε

u−
1
2RT (u, t) du dt� e−

T
2 x

3
2

(
| log a|+ | log ε|

)
→ 0 as T →∞.

So our goal is to estimate

lim
ε→0+

lim
T→∞

I(x, ε, a, T ),

where

I(x, ε, a, T ) =

∫ x

0

g(t)

∫ a

ε

u−
1
2

∫ T

0

cos(2tξ) cos(u ch ξ) dξ du dt.

Integrating the innermost integral by parts, we find that

I(x, ε, a, T ) =
1

2

∫ x

0

g(t)

t
sin(2tT ) dt

∫ a

ε

u−
1
2 cos(u chT ) du

+
1

2

∫ T

0

sh ξ

∫ x

0

g(t)

t
sin(2tξ) dt

∫ a

ε

√
u sin(u ch ξ) du dξ. (5.1.26)

The first derivative estimate (recalling (5.1.10) and (5.1.15)) gives∫ x

0

g(t)

t
sin(2tT ) dt� 1

T
and

∫ a

ε

u−
1
2 cos(u chT ) du� 1√

ε chT
,

(5.1.27)

so the first term on the right-hand side of (5.1.26) approaches zero as T →∞.

Turning to the second term, set

Gx(ξ) :=

∫ x

0

g(t)

t
sin(2tξ) dt.
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Integrating by parts gives

Gx(ξ) =
πΓ(3

4
)2

2ξ
− g(x)

x

cos(2xξ)

2ξ
+

1

2ξ

∫ x

0

(
g(t)

t

)′
cos(2tξ) dt. (5.1.28)

Applying Lemma 5.1.5 and (5.1.13) to the integral in (5.1.28) we find that

1

ξ

∫ x

0

(
g(t)

t

)′
cos(2tξ) dt� 1

ξ
sup

0≤α<β≤x

∣∣∣∣∫ β

α

cos(2tξ) dt

∣∣∣∣� 1

ξ2
.

On the other hand, (5.1.15) gives∣∣∣∣1ξ
∫ x

0

(
g(t)

t

)′
cos(2tξ) dt

∣∣∣∣ ≤ 1

ξ

∫ x

0

−
(
g(t)

t

)′
dt� 1

ξ
. (5.1.29)

It follows that

Gx(ξ) =
πΓ(3

4
)2

2ξ
− g(x)

x

cos(2xξ)

2ξ
+O

(
min(ξ−1, ξ−2)

)
. (5.1.30)

The integral ∫ a

ε

√
u sin(u ch ξ) du

evaluates to H(a, ξ)−H(ε, ξ), where

H(u, ξ) := −
√
u cos(u ch ξ)

ch ξ
+

√
π/2

(ch ξ)
3
2

C

(√
2u ch ξ

π

)
, (5.1.31)

and C(x) denotes the Fresnel integral

C(x) :=

∫ x

0

cos
(
π

2
t2
)
dt.

For u > 0, write

J(x, u) :=

∫ ∞
0

sh ξ Gx(ξ)H(u, ξ) dξ. (5.1.32)

To show that J(x, u) converges, suppose that B ≥ A ≥ T . By (5.1.30),
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(5.1.31), and the bound C(x) ≤ 1 we have∫ B

A

sh ξ Gx(ξ)H(u, ξ) dξ

= −
√
u

∫ B

A

th ξ cos(u ch ξ)

(
πΓ(3

4
)2

2ξ
− g(x)

x

cos(2xξ)

2ξ
+O

(
1

ξ2

))
dξ

+O

(∫ B

A

sh ξ

ξ(ch ξ)
3
2

dξ

)
� u−

1
2 e−A/2 + u

1
2A−1 + e−A/2,

where we have used the first derivative estimate in the last inequality. We

have

lim
ε→0+

lim
T→∞

I(x, ε, a, T ) =
1

2
J(x, a)− 1

2
lim
ε→0+

J(x, ε), (5.1.33)

so it remains only to estimate J(x, u) in the ranges u ≤ 1 and u ≥ 1.

First, suppose that u ≤ 1. We estimate each of the six terms obtained

by multiplying (5.1.30) and (5.1.31) in (5.1.32). Starting with the terms

involving cos(u ch ξ), we have

√
u

∫ ∞
0

th ξ

ξ
cos(u ch ξ) dξ =

√
u

(∫ log 1
u

0

+

∫ ∞
log 1

u

)
th ξ

ξ
cos(u ch ξ) dξ

�
√
u
(

log(1/u) + 1
)

by applying the second derivative estimate to the second integral. By the

same method,

√
u
g(x)

x

∫ ∞
0

th ξ

ξ
cos(2xξ) cos(u ch ξ) dξ �

√
u
(

log(1/u) + 1
)
,

since g(x)/x� 1. For the third term we have

√
u

∫ ∞
0

th ξ cos(u ch ξ) min(ξ−1, ξ−2) dξ

�
√
u

∫ 1

0

th ξ

ξ
dξ +

√
u

∫ ∞
1

th ξ

ξ2
dξ �

√
u.

For the terms involving the Fresnel integral, we use the trivial estimate
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C(x) ≤ min(x, 1). For the first of these terms we have

∫ ∞
0

sh ξ

ξ(ch ξ)
3
2

C

(√
2u ch ξ

π

)
dξ

�
√
u

∫ log 1
u

0

th ξ

ξ
dξ +

∫ ∞
log 1

u

dξ√
ch ξ
�
√
u
(

log(1/u) + 1
)
.

By the same method, the remaining two terms are �
√
u (log(1/u) + 1). It

follows that

J(x, u)�
√
u
(

log(1/u) + 1
)

for u ≤ 1. (5.1.34)

For u ≥ 1 we show that J(x, u)� 1. Write

J(x, u) = J1(x, u) + J2(x, u) :=

(∫ 1/
√
u

0

+

∫ ∞
1/
√
u

)
sh ξ Gx(ξ)H(u, ξ) dξ.

Since Gx(ξ)� ξ−1 and H(u, ξ)�
√
u/ ch ξ, we have

J1(x, u)�
√
u

∫ 1/
√
u

0

th ξ

ξ
dξ � 1.

We break J2(x, u) into six terms, using (5.1.28) in place of (5.1.30). We start

with the terms involving πΓ(3/4)2/2ξ. By the first derivative estimate we

have
√
u

∫ ∞
1/
√
u

th ξ

ξ
cos(u ch ξ) dξ � 1.

Estimating the Fresnel integral trivially, we have

∫ ∞
1/
√
u

sh ξ

ξ(ch ξ)
3
2

C

(√
2u ch ξ

π

)
dξ �

∫ ∞
0

dξ√
ch ξ
� 1.

The two terms involving cos(2xξ)/ξ are treated similarly, and are � 1. The

term involving the integral in (5.1.28) and the Fresnel integral can be estimated

trivially using (5.1.29); it is also � 1.

The final term,

√
u

∫ ∞
1/
√
u

sh ξ cos(u ch ξ)

ξ ch ξ

∫ x

0

(
g(t)

t

)′
cos(2tξ) dt dξ,
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is more delicate. We write the integral as

√
u

∫ ∞
1/
√
u

{
1

ξ ch ξ

∫ x

0

(
g(t)

t

)′
cos(2tξ) dt

}
·
{

sh ξ cos(u ch ξ)dξ

}
=
√
u

∫ ∞
1/
√
u

U dV

and integrate by parts. By (5.1.29) we have

√
uUV

∣∣∣∞
1/
√
u
�
√
u ·

√
u

ch(1/
√
u)
· 1

u
� 1.

Write U ′ = R + S, where

R =

(
1

ξ ch ξ

)′ ∫ x

0

(
g(t)

t

)′
cos(2tξ) dt, S =

2

ξ ch ξ

∫ x

0

t

(
g(t)

t

)′
sin(2tξ) dt.

By (5.1.29) we have

R� 1

ξ ch ξ

(
1

ξ
+ th ξ

)
�

(ξ2 ch ξ)−1 if ξ ≤ 1,

(ξ ch ξ)−1 if ξ ≥ 1.

Applying Lemma 5.1.5 and the estimate (5.1.14) we find that

S � 1

ξ2 ch ξ
.

Thus we have

√
u

∫ ∞
1/
√
u

V dU � 1√
u

∫ 1

1/
√
u

dξ

ξ2
+

1√
u

∫ ∞
1

dξ

ξ ch ξ
� 1.

We conclude that

J(x, u)� 1 for u ≥ 1. (5.1.35)

The proposition follows from (5.1.33), (5.1.34), and (5.1.35).

5.1.5 The second error estimate

In the case when k = −1/2 we must keep track of the dependence on x.
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Proposition 5.1.9. Suppose that k = −1/2. For a > 0 we have

I(x, a)�
√
x×

{
a−

1
2

(
log(1/a) + 1

)
if a ≤ 1,

a−1 if a ≥ 1.
(5.1.36)

Proof. As before, we estimate the term involving cos(u ch ξ) and we write∫ ∞
0

cos(2tξ) cos(u ch ξ) dξ

=
1

2t
sin(2tT ) cos(u chT ) +

u

2t

∫ T

0

sh ξ sin(2tξ) sin(u ch ξ) dξ +RT (u, t),

(5.1.37)

with RT (u, t)� u−1/2e−T/2. Recalling (5.1.9) and (5.1.10), we have∫ x

0

g(t)

∫ ∞
a

u−
3
2RT (u, t) du dt� a−1x

5
2 e−T/2 → 0 as T →∞

and, by the first derivative estimate,∫ x

0

g(t)

t
sin(2tT ) dt

∫ ∞
a

u−
3
2 cos(u chT ) du� a−

3
2x

3
2 e−T → 0 as T →∞.

Our goal is to estimate

J(x, a) :=

∫ ∞
0

sh ξ Gx(ξ)H(a, ξ) dξ, (5.1.38)

where

Gx(ξ) :=

∫ x

0

g(t)

t
sin(2tξ) dt (5.1.39)

and

H(a, ξ) :=

∫ ∞
a

u−
1
2 sin(u ch ξ) du. (5.1.40)

The integral defining J(x, a) converges by an argument as in the proof of

Proposition 5.1.8.

Together with (5.1.9) and (5.1.15), the first derivative estimate gives

Gx(ξ)�
√
x

ξ
. (5.1.41)
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For a better estimate, we integrate by parts in (5.1.39) to get

Gx(ξ) =
πΓ(5

4
)2

2ξ
− g(x)

x

cos(2xξ)

2ξ
+

1

2ξ

∫ x

0

(
g(t)

t

)′
cos(2tξ) dt. (5.1.42)

We estimate the third term in two ways. Taking absolute values and using

(5.1.15), it is �
√
x/ξ; by (5.1.13) and Lemma 5.1.5 it is � 1/ξ2. Thus

1

ξ

∫ x

0

(
g(t)

t

)′
cos(2tξ) dt� min

(√
x

ξ
,

1

ξ2

)
. (5.1.43)

We also need two estimates for H(a, ξ). The first derivative estimate applied

to (5.1.40) gives

H(a, ξ)� 1√
a ch ξ

, (5.1.44)

while integrating (5.1.40) by parts and applying the first derivative estimate

gives

H(a, ξ) =
cos(a ch ξ)√

a ch ξ
+O

(
1

a
3
2 (ch ξ)2

)
. (5.1.45)

First suppose that a ≤ 1. Write

J(x, a) = J1(x, a) + J2(x, a) =

(∫ 1/a

0

+

∫ ∞
1/a

)
sh ξ Gx(ξ)H(a, ξ) dξ.

By (5.1.41) and (5.1.44) we have

J1(x, a)�
√
x

a

(∫ 1

0

+

∫ 1/a

1

)
th ξ

ξ
dξ �

√
x

a

(
1 + log(1/a)

)
.

By (5.1.45), (5.1.41), (5.1.42), and the second bound in (5.1.43) we have

J2(x, a) =
1√
a

∫ ∞
1/a

th ξ Gx(ξ) cos(a ch ξ) dξ +O

(√
x

a
3
2

∫ ∞
1/a

sh ξ

ξ(ch ξ)2
dξ

)
� 1√

a

∫ ∞
1/a

th ξ

ξ
cos(a ch ξ) dξ

+
g(x)

x
√
a

∫ ∞
1/a

th ξ

ξ
cos(2xξ) cos(a ch ξ) dξ +

√
x/a.

Applying the first derivative estimate to each integral above, we find that
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J2(x, a)�
√
x/a, from which it follows that

J(x, a)�
√
x

a

(
log(1/a) + 1

)
for a ≤ 1. (5.1.46)

Now suppose that a ≥ 1. Using (5.1.41), we find that the contribution to

J(x, a) from the second term in (5.1.45) is

a−
3
2

∫ ∞
0

sh ξ

(ch ξ)2
Gx(ξ) dξ � a−

3
2
√
x.

We break the integral involving cos(a ch ξ) at 1/
√
a. By (5.1.41) the contri-

bution from the initial segment is � a−1
√
x. It remains to estimate

1√
a

∫ ∞
1/
√
a

th ξ Gx(ξ) cos(a ch ξ) dξ,

which we break into three terms using (5.1.42). For the first two terms the

first derivative estimate gives

1√
a

∫ ∞
1/
√
a

th ξ

ξ
cos(a ch ξ) dξ � 1

a
,

g(x)

x
√
a

∫ ∞
1/
√
a

th ξ

ξ
cos(2xξ) cos(a ch ξ) dξ �

√
x

a
.

The remaining term,

1√
a

∫ ∞
1/
√
a

th ξ

ξ
cos(a ch ξ)

∫ x

0

(
g(t)

t

)′
sin(2tξ) dt dξ,

requires more care, but we follow the estimate for the corresponding term in

the proof of Proposition 5.1.8 using Lemma 5.1.5 and (5.1.14). The details

are similar, and the contribution is �
√
x
a

, which, together with (5.1.46),

completes the proof.

5.1.6 Proof of Theorem 5.1.1

We give the proof for the case k = 1/2, as the other case is analogous. By

Proposition 5.1.8 we have

I(x, a)� min(1, a1/2 log(1/a))�δ a
δ for any 0 ≤ δ < 1/2.
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So by (5.1.6) and (5.1.11) we have

nν
∑
rj

|aj(n)|2

chπrj
hx(rj) =

x
3
2

3π2
+Oδ

(
x

1
2 + n

1
2

+δ
∑
c>0

|S(n, n, c, ν)|
c3/2+δ

)
.

Setting δ = β − 1/2, with β as in (5.1.1), this becomes

nν
∑
rj

|aj(n)|2

chπrj
hx(rj) =

x
3
2

3π2
+O

(
x

1
2 + nβ+ε

)
. (5.1.47)

The function hx(r) (recall (5.1.7)) is a smooth approximation to the

characteristic function of [0, x]. We recall some properties from [Ku, (5.4)–

(5.7)] for x ≥ 1:

hx(r) =
2

π
arctan(eπx−πr) +O(e−πr) for r ≥ 1, (5.1.48)

hx(r) = 1 +O(x−3 + e−πr) for 1 ≤ r ≤ x− log x, (5.1.49)

hx(r)� e−π(r−x) for r ≥ x+ log x, (5.1.50)

0 < hx(r) < 1 for r ≥ 0. (5.1.51)

For x ≥ 1 and 0 ≤ r ≤ x we bound hx(r) uniformly from below as follows. If

r ≥ 1 we have

hx(r) = 4 chπr

∫ x

0

sh πt

ch 2πr + ch 2πt
dt ≥ 2 ch πr

ch 2πr

∫ r

0

sh πt dt >
1

4
,

while if r ≤ 1 we have

hx(r) ≥ 4 ch πr

∫ 1

0

sh πt

ch 2πr + ch 2πt
dt ≥ 4

∫ 1

0

sh πt

ch 2π + ch 2πt
dt >

3

100
.

Similarly, we have hx(r) > 2/5 for r ∈ i[0, 1/4].

Set

A(x) := nν
∑
rj≤x

or rj∈iR

|aj(n)|2

chπrj
. (5.1.52)

Then

A(x)� nν
∑
rj≤x

or rj∈iR

|aj(n)|2

chπrj
hx(rj)� nν

∑
rj

|aj(n)|2

chπrj
hx(rj)
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which, together with (5.1.47), gives

A(x)� x
3
2 + nβ+ε. (5.1.53)

Let A∗(x) denote the sum (5.1.52) restricted to 1 ≤ rj ≤ x. By (5.1.53) with

x = 1 we have A(x) = A∗(x) + O(nβ+ε), so in what follows we work with

A∗(x).

Assume that x ≥ 2 and set X = x+ 2 log x so that X − logX ≥ x. Then

by (5.1.49) there exist c1, c2 > 0 such that

nν
∑
1≤rj

|aj(n)|2

chπrj
hX(rj) ≥ A∗(x)

(
1− c1

x3

)
− c2 nν

∑
1≤rj≤x

|aj(n)|2

chπrj
e−πrj .

On the other hand, (5.1.47) gives

nν
∑
1≤rj

|aj(n)|2

chπrj
hX(rj) =

x
3
2

3π2
+O

(
x

1
2 log x+ nβ+ε

)
.

By (5.1.53) we have

nν
∑

1≤rj≤x

|aj(n)|2

chπrj
e−πrj = nν

bxc∑
`=1

∑
`≤rj≤`+1

|aj(n)|2

chπrj
e−πrj

�
∞∑
`=1

e−π`
(
`

3
2 + nβ+ε

)
� nβ+ε, (5.1.54)

so that

A∗(x) ≤ x
3
2

3π2
+O

(
x

1
2 log x+ nβ+ε

)
. (5.1.55)

Similarly, replacing x by x− log x in (5.1.47) and using (5.1.50), (5.1.51) gives

A∗(x) ≥ x
3
2

3π2
+O

(
x

1
2 log x+ nβ+ε

)
+O

(
nν
∑
rj>x

|aj(n)|2

chπrj
e−π(rj−x+log x)

)
.

Arguing as in (5.1.54), we see that the error term is � x−
3
2 + nβ+εx−3, from

which we obtain

A∗(x) ≥ x
3
2

3π2
+O

(
x

1
2 log x+ nβ+ε

)
. (5.1.56)
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Equations (5.1.55) and (5.1.56) together give Theorem 5.1.1.

5.2 The Kuznetsov trace formula

We require a variant of Kuznetsov’s formula [Ku, Theorem 1], which relates

weighted sums of the Kloosterman sums S(m,n, c, χ) on one side to spectral

data on the other side (in this case, weighted sums of coefficients of Maass

cusp forms). In [P2], Proskurin generalized Kuznetsov’s theorem to any

weight k and multiplier system ν, but only for the case m,n > 0. Here we

treat the mixed sign case when k = 1/2 and ν = χ; the proof follows the same

lines. Blomer [Bl] has recorded this formula for twists of the theta-multiplier

by a Dirichlet character; we provide a sketch of the proof in the present case

since there are some details which are unique to this situation.

Suppose that φ : [0,∞)→ C is four times continuously differentiable and

satisfies

φ(0) = φ′(0) = 0, φ(j)(x)�ε x
−2−ε (j = 0, . . . , 4) as x→∞ (5.2.1)

for some ε > 0. Define

φ̌(r) := ch πr

∫ ∞
0

K2ir(u)φ(u)
du

u
. (5.2.2)

We state the analogue of the main result of [P2] in this case.

Theorem 5.2.1. Suppose that φ satisfies the conditions (5.2.1). As in

(2.3.23) let ρj(n) denote the coefficients of an orthornomal basis {uj} for

S1/2(1, χ) with spectral parameters rj. If m > 0 and n < 0 then

∑
c>0

S(m,n, c, χ)

c
φ

(
4π
√
m̃|ñ|
c

)
= 8
√
i
√
m̃|ñ|

∑
rj

ρj(m)ρj(n)

chπrj
φ̌(rj).

The proof involves evaluating the inner product of Poincaré series in

two ways. Let τ = x + iy ∈ H and s = σ + it ∈ C. Let k ∈ R and let

ν be a multiplier system for Γ in weight k. For m > 0 the Poincaré series

Um(τ, s, k, ν) is defined by

Um(τ, s, k, ν) :=
∑

γ∈Γ∞\Γ

ν(γ) j(γ, τ)−k Im(γτ)se(mνγτ), σ > 1. (5.2.3)
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This function satisfies the transformation law

Um(·, s, k, ν)
∣∣
k
γ = ν(γ)Um(·, s, k, ν) for all γ ∈ Γ

and has Fourier expansion (see equation (15) of [P2])

Um(τ, s, k, ν) = yse(mντ) + ys
∑
`∈Z

∑
c>0

S(m, `, c, ν)

c2s
B(c,mν , `ν , y, s, k)e(`νx),

(5.2.4)

where

B(c,mν , `ν , y, s, k)

= y

∫ ∞
−∞

e

(
−mν

c2y(u+ i)

)(
u+ i

|u+ i|

)−k
e(−`νyu)

du

y2s(u2 + 1)s
. (5.2.5)

In the next two lemmas we will obtain expressions for the inner product〈
Um
(
·, s1,

1
2
, χ
)
, U1−n

(
·, s2,−1

2
, χ
)〉
.

The first lemma is stated in such a way that symmetry may be exploited in

its proof.

Lemma 5.2.2. Suppose that (k, ν) is one of the pairs (1/2, χ) or (−1/2, χ).

Suppose that m > 0, n < 0. Then for Re s1 > 1, Re s2 > 1 we have

〈
Um (·, s1, k, ν) , U1−n (·, s2,−k, ν)

〉
= i−k23−s1−s2π

(
mν

|nν |

) s2−s1
2 Γ(s1 + s2 − 1)

Γ(s1 − k/2)Γ(s2 + k/2)

×
∑
c>0

S(m,n, c, ν)

cs1+s2
Ks1−s2

(
4π
√
mν |nν |
c

)
. (5.2.6)

Proof of Lemma 5.2.2. We will prove (5.2.6) under the assumption Re s2 >

Re s1. Recall the definitions (2.3.28), (2.1.1), and (2.3.7), and recall that

(1− n)ν = −nν . (5.2.7)

Replacing γ by −γ−1 in (2.3.28) and using ν(−I) = e−πik, we find that

S(m,n, c, ν) = eπik S(1− n, 1−m, c, ν).
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The case Re s1 > Re s2 then follows since both sides of the putative identity

are invariant under the changes s1 ↔ s2, k ↔ −k, ν ↔ ν, m ↔ 1 − n (see

[DL, (10.27.3)]). The case Re s1 = Re s2 follows by continuity.

Let Im,n(s1, s2) denote the inner product on the left-hand side of (5.2.6).

Unfolding using (5.2.4) and (5.2.3), we find that

Im,n(s1, s2) =

∫
Γ∞\H

Um(τ, s1, k, ν)(Im τ)s2e(−nν) dµ

=

∫ ∞
0

ys1+s2−2
∑
c>0

S(m,n, c, ν)

c2s1
B (c,mν , nν , y, s1, k) e2πnνy dy.

(5.2.8)

By [P2, (17)] we have

B(c,mν , nν , y, s1, k)�s1 y
1−2 Re s1e−π|nν |y.

Therefore the integral in (5.2.8) is majorized by the convergent (since Re s2 >

Re s1) integral ∫ ∞
0

yRe s2−Re s1−1e3πnνy dy.

Interchanging the integral and sum in (5.2.8) and using (5.2.5), we find that

Im,n(s1, s2) =
∑
c>0

S(m,n, c, ν)

c2s1

∫ ∞
−∞

(
u+ i

|u+ i|

)−k
(u2 + 1)−s1

×
(∫ ∞

0

ys2−s1−1e
( −mν

c2y(u+ i)
− nνyu

)
e2πnνy dy

)
du.

Set w = 2πnν(iu− 1)y and a = 4π
√
mν |nν |/c. Then the inner integral equals

(2πnν(iu− 1))s1−s2
∫ (1−iu)∞

0

exp

(
−w − a2

4w

)
dw

ws1−s2+1
.

We may shift the path of integration to the positive real axis since∫ (1−iu)T

T

exp

(
−w − a2

4w

)
dw

ws1+s2+1
� T−Re(s1−s2)e−T as T →∞.

Using the integral representation [DL, (10.32.10)] for the K-Bessel function,
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we find that the inner integral is equal to

2
(
mν

|nν |

) s2−s1
2

(1− iu)s1−s2cs1−s2Ks1−s2

(
4π
√
mν |nν |
c

)
.

It follows that

Im,n(s1, s2) = 2
(
mν

|nν |

) s2−s1
2
∑
c>0

S(m,n, c, ν)

cs1+s2
Ks1−s2

(
4π
√
mν |nν |
c

)
×
∫ ∞
−∞

(
u+ i

|u+ i|

)−k
(u2 + 1)−s1(1− iu)s1−s2 du.

Lemma 5.2.2 follows after using [DL, (5.12.8)] to evaluate the integral.

Recall the definition

Λ(s1, s2, r) = Γ(s1− 1
2
− ir)Γ(s1− 1

2
+ ir)Γ(s2− 1

2
− ir)Γ(s2− 1

2
+ ir). (5.2.9)

Lemma 5.2.3. Suppose that Re s1 > 1,Re s2 > 1. As in (2.3.23) let ρj(n)

and rj denote the coefficients and spectral parameters of an orthornomal basis

{uj} for S1/2(1, χ). If m > 0 and n < 0, then

〈
Um
(
·, s1,

1
2
, χ
)
, U1−n

(
·, s2,−1

2
, χ
)〉

=
(4πmχ)1−s1(4π|nχ|)1−s2

Γ(s1 − 1/4)Γ(s2 + 1/4)

∑
rj

ρj(m)ρj(n)Λ(s1, s2, rj). (5.2.10)

Proof of Lemma 5.2.3. In this situation there are no Eisenstein series. So for

any f1, f2 ∈ L 1
2
(1, χ) we have the Parseval identity [P2, (27)]

〈f1, f2〉 =
∑
rj

〈f1, uj〉〈f2, uj〉. (5.2.11)

By [P2, (32)] we have

〈
Um
(
z, s1,

1
2
, χ
)
, uj
〉

= ρj(m)(4πmχ)1−s1 Γ(s1 − 1
2
− irj)Γ(s1 − 1

2
+ irj)

Γ(s1 − 1
4
)

.

(5.2.12)

Unfolding as in the last lemma using the definition (5.2.3) for U1−n and the
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Fourier expansion (2.3.23) for uj gives〈
U1−n

(
·, s2,−1

2
, χ
)
, uj

〉
=
〈
uj,U1−n

(
·, s2,−1

2
, χ
)〉

= ρj(n)

∫ ∞
0

ys2−2W− 1
4
,irj

(4π|nχ|y)e2πnχy dy.

Using [DL, (13.23.4) and (16.2.5)] we find that the latter expression equals

ρj(n)(4π|nχ|)1−s2 Γ(s2 − 1
2
− irj)Γ(s2 − 1

2
+ irj)

Γ(s2 + 1
4
)

.

The lemma follows from this together with (5.2.11) and (5.2.12).

We are now ready to prove Theorem 5.2.1. Recall the notation ñ = nχ.

Proof of Theorem 5.2.1. Equating the right-hand sides of Lemmas 5.2.2 (for

k = 1/2) and 5.2.3 and setting

s1 = σ +
it

2
, s2 = σ − it

2

we obtain (for σ > 1)

i−
1
2 23−2σπΓ(2σ − 1)

∑
c>0

S(m,n, c, χ)

c2σ
Kit

(
4π
√
m̃|ñ|
c

)
= (4πm̃)1−σ(4π|ñ|)1−σ

∑
rj

ρj(m)ρj(n)Λ(σ + it
2
, σ − it

2
, rj). (5.2.13)

We justify the substitution of σ = 1 in (5.2.13). By [DL, (10.45.7)] we

have

Kit(x)� (t sh πt)−1/2 as x→ 0.

Using (2.3.30) we see that the left side of (5.2.13) converges absolutely

uniformly for σ ∈ [1, 2]. For the right-hand side we use the inequality

|ρj(m)ρj(n)| ≤ |ρj(m)|2 + |ρj(n)|2. The argument which follows Lemma 5.1.2

shows that the right side converges absolutely uniformly for σ ∈ [1, 2].

Using (5.1.5), we find that

i−
1
2

∑
c>0

S(m,n, c, χ)

c2
Kit

(
4π
√
m̃|ñ|
c

)
=
π

2

∑
rj

ρj(m)ρj(n)

chπ( t
2
− rj) ch π( t

2
+ rj)

.

(5.2.14)
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Letting φ be a function satisfying the conditions (5.2.1), multiply both sides

of (5.2.14) by
2

π2 t sh πt

∫ ∞
0

Kit(u)φ(u)
du

u2

and integrate from 0 to ∞. We apply the Kontorovich-Lebedev transform

([P1, (35)] or [DL, (10.43.30-31)])

2

π2

∫ ∞
0

Kit(x)t sh πt

(∫ ∞
0

Kit(u)φ(u)
du

u2

)
dt =

φ(x)

x

to the left-hand side of (5.2.14) and the transform [P1, (39)]∫ ∞
0

t sh πt

chπ( t
2

+ r) ch π( t
2
− r)

(∫ ∞
0

Kit(u)φ(u)
du

u2

)
dt =

2

chπr
φ̌(r)

(recalling the definition (5.2.2)) to the right-hand side. Then (5.2.14) becomes

i−1/2

4π
√
m̃|ñ|

∑
c>0

S(m,n, c, χ)

c
φ

(
4π
√
m̃|ñ|
c

)
=

2

π

∑
rj

ρj(m)ρj(n)

chπrj
φ̌(rj),

and Theorem 5.2.1 follows.

5.3 A theta lift for Maass cusp forms

In this section we construct a version of the Shimura correspondence as in

[Sa, §3] and [KS, §4] for Maass forms of weight 1/2 on Γ0(N) with the eta

multiplier twisted by a Dirichlet character.

Throughout this section, N ≡ 1 mod 24 is a positive integer and ψ is

an even Dirichlet character modulo N . When working with the Shimura

correspondence and the Hecke operators, it is convenient to write the Fourier

expansion of G ∈ S 1
2
(N,ψχ, r) as

G(τ) =
∑

n≡1(24)

a(n)W sgn(n)
4

,ir

(
π|n|y

6

)
e
(
nx

24

)
. (5.3.1)

When G = uj as in (2.3.23) we have the relation

ρj

(
n+ 23

24

)
= a(n). (5.3.2)
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For each t ≡ 1 mod 24, the following theorem gives a map

St : S 1
2
(N,ψχ, r)→ S0(6N,ψ2, 2r).

We will only apply this theorem in the case N = 1. The proof in the case

N = t = 1 is simpler than the general proof given below; we must work in

this generality since the proof in the case t > 1 requires the map S1 on Γ0(t)

forms.

Theorem 5.3.1. Let N ≡ 1 mod 24 be squarefree. Suppose that G ∈
S 1

2
(N,ψχ, r) with r 6= i/4 has Fourier expansion (5.3.1). Let t ≡ 1 mod 24

be a squarefree positive integer and define coefficients bt(n) by the relation

∞∑
n=1

bt(n)

ns
= L

(
s+ 1, ψ

(
t
•

)) ∞∑
n=1

(
12

n

) a(tn2)

ns−
1
2

, (5.3.3)

where L(s, ψ) is the usual Dirichlet L-function. Then the function St(G)

defined by

(StG)(τ) :=
∞∑
n=1

bt(n)W0,2ir(4πny) cos(2πnx)

is an even Maass cusp form in S0(6N,ψ2, 2r).

An important property of the Shimura correspondence is Hecke equiv-

ariance. Since we only need this fact for N = 1, we state it only in that

case.

Corollary 5.3.2. Suppose that G ∈ S 1
2

(1, χ, r) with r 6= i/4 and that t ≡
1 mod 24 is a squarefree positive integer. Then for any prime p ≥ 5 we have

Tp St(G) =
(

12

p

)
St(Tp2G).

Proof. We prove this in the case p - t; the other case is similar, and easier.

Let G have coefficients a(n) as in (5.3.1). The coefficients bt(n) of St(G) are

given by

bt(n) =
∑
jk=n

(
t

j

)(
12

k

) √
k

j
a(tk2),

and the coefficients A(n) of Tp2G are given by

A(n) = p a(p2n) + p−
1
2

(
12n

p

)
a(n) + p−1a(n/p2).
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We must show that

p
1
2 bt(pn) + p−

1
2 bt(n/p) =

(
12

p

)∑
jk=n

(
t

j

)(
12

k

) √
k

j
A(tk2). (5.3.4)

Writing n = pαn′ with p - n′, the left-hand side of (5.3.4) equals

p−
1
2

α+1∑
`=0

S` + p
1
2

α−1∑
`=0

S`,

where

S` = p−α
(
t

p

)α+1−` (12

p

)`
p

3`
2

∑
jk=n′

(
t

j

)(
12

k

) √
k

j
a(tp2`k2).

A computation shows that the right-hand side of (5.3.4) equals

p−
1
2

α∑
`=0

S`+1 + p−
1
2S0 + p

1
2

α∑
`=1

S`−1,

and the corollary follows.

Using Theorem 5.3.1 we can rule out the existence of exceptional eigenval-

ues in S1/2(1, χ) and obtain a lower bound on the second smallest eigenvalue

λ1 = 1
4

+ r2
1 (we note that Bruggeman [Br1, Theorem 2.15] obtained λ1 >

1
4

using different methods). Theorem 5.3.1 shows that 2r1 is bounded below

by the smallest spectral parameter for S0(6,1). Huxley [H1, H2] studied

the problem of exceptional eigenvalues in weight 0 for subgroups of SL2(Z)

whose fundamental domains are “hedgehog” shaped. On page 247 of [H1]

we find a lower bound which, for N = 6, gives 2r1 > 0.4. Computations

of Strömberg [LMF] suggest (since 2r1 corresponds to an even Maass cusp

form) that 2r1 ≈ 3.84467. Using work of Booker and Strömbergsson [BS] on

Selberg’s eigenvalue conjecture we can prove the following lower bound.

Corollary 5.3.3. Let λ1 = 1
4

+ r2
1 be as above. Then r1 > 1.9.

Proof. Let {r̃j} denote the set of spectral parameters corresponding to even

forms in S0(6,1). We show that each r̃j > 3.8 using the method described in

[BS, Section 4] in the case of level 6 and trivial character. We are thankful

to the authors of that paper for providing the numerical details of this
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computation. Given a suitable test function h such that h(t) ≥ 0 on R and

h(t) ≥ 1 on [−3.8, 3.8], we compute via an explicit version of the Selberg

trace formula [BS, Theorem 4] that∑
r̃j

h(r̃j) < 1, (5.3.5)

so we cannot have r̃j ≤ 3.8 for any j. Let

f(t) =

(
sin t/6

t/6

)2 2∑
n=0

xn cos
(
nt

3

)
,

where

x0 = 1.167099688946872,

x1 = 1.735437017086616,

x2 = 0.660025094420283.

With h = f 2, we compute that the sum in (5.3.5) is approximately 0.976.

The proof of Theorem 5.3.1 occupies the remainder of this section. We

first modify the theta functions introduced by Shintani [Sh] and Niwa [N].

Next, we construct the Shimura lift for t = 1 and derive the relation (5.3.3) in

that case. The function St(G) is obtained by applying the lift S1 to the form

G(tτ). We conclude the section by showing that St(G) has the desired level.

5.3.1 The theta functions of Shintani and Niwa

In this subsection we adopt the notation of [N] for easier comparison with

that paper. Let Q =
1

12N

( −2
1

−2

)
, and for x, y ∈ R3 define

〈x, y〉 = xTQy =
1

12N
(x2y2 − 2x1y3 − 2x3y1).

The signature of Q is (2, 1). Let L ⊂ L′ ⊂ L∗ denote the lattices

L =NZ⊕ 12NZ⊕ 6NZ,

L′ = Z⊕ NZ⊕ 6NZ,

L∗ = Z⊕ Z⊕ 6Z.
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Then L∗ is the dual lattice of L, and for x, y ∈ L we have 〈x, y〉 ∈ Z
and 〈x, x〉 ∈ 2Z. Let f : R3 → C be a Schwarz function satisfying the

conditions of [N, Corollary 0] for κ = 1. If ψ is a character mod N and

h = (h1, Nh2, 0) ∈ L′/L, define

ψ1(h) := ψ(h1)
(

12

h2

)
.

For z = u+ iv we define

θ(z, f, h) := v−
1
4

∑
x∈L

[r0(σz)f ] (x+ h)

and

θ(z, f) :=
∑

h∈L′/L

ψ1(h)θ(z, f, h), (5.3.6)

where σ 7→ r0(σ) is the Weil representation (see [N, p. 149]) and

σz :=

(
v

1
2 uv−

1
2

0 v−
1
2

)
, z = u+ iv ∈ H.

The following lemma gives the transformation law for θ(z, f).

Lemma 5.3.4. Suppose that N ≡ 1 (mod 24) and that σ = ( a bc d ) ∈ Γ0(N).

With θ(z, f) defined as in (5.3.6) we have

θ(σz, f) = ψ(d)
(
N

d

)
χ(σ)(cz + d)

1
2 θ(z, f), (5.3.7)

where χ is the eta multiplier (2.1.2).

In the proof of Lemma 5.3.4 we will encounter the quadratic Gauss sum

G(a, b, c) =
∑

x mod c

e

(
ax2 + bx

c

)
.

With g = (a, c), we have

G(a, b, c) =

g G(a/g, b/g, c/g) if g | b,

0 otherwise.
(5.3.8)

We require the following identity relating the Dedekind sums s(d, c) to these
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Gauss sums.

Lemma 5.3.5. Suppose that (c, d) = 1 and that k ∈ Z. Let d satisfy dd ≡ 1

(mod c). Then

√
12c

(
12

k

)
e

(
d(k2 − 1)

24c

)
eπis(d,c)

=
∑

h mod 12

(
12

h

)
e

(−d(h
2−1
24

)

c
− hk

12c

)
G(−6d, dh+ k, c). (5.3.9)

Proof. First suppose that (k, 6) = 1. If c is even and dd ≡ 1 (mod 2c), or if

c is odd, then by Lemma 4.3.1 and (4.3.1) we have

√
12c

(
12

k

)
e

(
d(k2 − 1)

24c

)
eπis(d,c)

= e
(
k

12c

) ∑
j mod 2c

e
(−3dj2 − dj + j(c+ k)

2c

)
+ e

(−k
12c

) ∑
j mod 2c

e
(−3dj2 − dj + j(c− k)

2c

)
. (5.3.10)

If c is even and dd 6≡ 1 (mod 2c) then, applying (5.3.10) with d replaced by

d+ c, we see that (5.3.10) is true in this case as well. Splitting each of the

sums in (5.3.10) into two sums by writing j = 2x or j = 2x+ 1 shows that

(5.3.10) equals the right-hand side of (5.3.9).

It remains to show that the right-hand side of (5.3.9) is zero when δ :=

(k, 6) > 1. If (δ, c) > 1 then (5.3.8) shows that
(

12
h

)
G(−6d, dh+ k, c) = 0. If

(δ, c) = 1, write

A(h) = e

(−d(h
2−1
24

)

c
− hk

12c

)
G(−6d, dh+ k, c).

If δ = 2 or 6 then a computation shows that, replacing x by x − 2 in

G(−6d, dh+ k, c), we have A(h) = A(h− 6) for (h, 6) = 1. Similarly, if δ = 3

and c is odd then, replacing x by x+6h, we find that A(h) = −A(−h). Finally,

if δ = 3 and c is even then, replacing x by x− 3, we find that A(1) = A(5)

and A(7) = A(11). In each case we find that∑
h mod 12

(
12

h

)
A(h) = 0.
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Proof of Lemma 5.3.4. Since σz+1 = ( 1 1
0 1 )σz, Proposition 0 of [N] gives

θ(z + 1, f) =
∑

h∈L′/L

e
(
Nh22
24

)
ψ1(h)θ(z, f, h) = e

(
1

24

)
θ(z, f).

For σ = ( a bc d ) ∈ Γ0(N) with c > 0 we have, by Corollary 0 of [N],

θ(σz, f) = (cz + d)
1
2

∑
k∈L∗/L

θ(z, f, k) ·
√
−i

∑
h∈L′/L

ψ1(h)c(h, k)σ,

where

c(h, k)σ =
1

(Nc)
3
2

√
12
e

(
d〈k, k〉

2c

) ∑
r∈L/cL

e

(
a〈h+ r, h+ r〉

2c
− 〈k, h+ r〉

c

)
.

(5.3.11)

For h ∈ L′/L, k ∈ L∗/L, and r ∈ L/cL, we write h = (h1, Nh2, 0), k =

(k1, k2, 6k3), and r = (Nr1, 12Nr2, 6Nr3). Then the sum on r in (5.3.11)

equals

e

(
aNh2

2 − 2h2k2

24c

)
G(6aN, aNh2 − k2, c)S(c), (5.3.12)

where (recalling that N | c),

S(c) = e

(
h1k3

Nc

) ∑
r1,r3(c)

e

(
−aNr1r3 − ah1r3 + r1k3 + r3k1

c

)

=


Nc e

(
dk1k

′
3

c

)
if k3 = Nk′3 and k1 ≡ ah1 (mod N),

0 otherwise.

(5.3.13)

So by (5.3.12), (5.3.13), and (5.3.8) we have

c(h, k)σ = 0 unless k = (k1, Nk
′
2, 6Nk

′
3) ∈ L′,

in which case k1 ≡ ah1 (mod N). For such k we have

∑
h∈L′/L

ψ1(h)c(h, k)σ

=
ψ(dk1)√

12c′
e

(
d(k′2)2

24c′

) ∑
h2 mod 12

(
12

h2

)
e

(
ah2

2 − 2h2k
′
2

24c′

)
G(6a, ah2 − k′2, c′).
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Applying Lemma 5.3.5 we have

√
−i

∑
h∈L′/L

ψ1(h)c(h, k)σ = ψ(d)ψ1(k)
√
−i e

(
a+ d

24c′

)
eπis(−a,c

′).

By (68.4) and (68.5) of [R4] we have s(−a, c′) = −s(a, c′) = −s(d, c′). There-

fore

θ(σz, f) = ψ(d)χ

((
a Nb

c′ d

))
(cz + d)

1
2 θ(z, f).

By (2.1.5) and the assumption N ≡ 1 (mod 24), we have χ
( (

a Nb
c′ d

) )
=(

N
d

)
χ(( a bc d )), from which the lemma follows.

For w = ξ + iη ∈ H and 0 ≤ θ < 2π, let

g = g(w, θ) =

(
1 ξ

0 1

)(
η

1
2 0

0 η−
1
2

)(
cos θ sin θ

− sin θ cos θ

)
∈ SL2(R).

The action of SL2(R) on R3 is given by g.x = x′, where(
x′1 x′2/2

x′2/2 x′3

)
= g

(
x1 x2/2

x2/2 x3

)
gT . (5.3.14)

Since 〈x, x〉 = − 1
3N

det
(

x1 x2/2
x2/2 x3

)
we have 〈gx, gx〉 = 〈x, x〉. The action of

SL2(R) on functions f : R3 → C is given by gf(x) := f(g−1x).

We specialize to f = f3, with

f3(x) = exp
(
− π

12N

(
2x2

1 + x2
2 + 2x2

3

))
as in [N, Example 3], and we consider the function θ(z, gf3). Let k(θ) =(

cos θ sin θ
− sin θ cos θ

)
. Since f3(k(θ)x) = f3(x), the function θ(z, gf3) is independent

of the variable θ. Therefore it makes sense to define

ϑ(z, w) := θ(z, g(w, 0)f3) = v
1
2

∑
x∈L′

ψ1(x)e
(
u

2
〈x, x〉

)
f3

(√
v σ−1

w x
)
,

(5.3.15)

where the second equality follows from

[r0(σz)f ](x) = v
3
4 e
(
u
2
〈x, x〉

)
f(
√
vx).
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To determine the transformation of ϑ(z, w) in the variable w, we use the

relation

σγw = γ σw k
(
arg(cw + d)

)
, γ = ( a bc d ) ∈ SL2(R).

Suppose that γ = ( a bc d ) ∈ Γ0(6N). If x′ = γx, then by (5.3.14) we have

x′1 = a2 x1 + ab x2 + b2 x3, (5.3.16)

x′2 = 2ac x1 + (1 + 2bc)x2 + 2bd x3, (5.3.17)

x′3 = c2 x1 + cd x2 + d2 x3. (5.3.18)

It follows that γL′ = L′ and that ψ1(x′) = ψ2(a)ψ1(x). Thus

ϑ(z, γw) = ψ2(d)ϑ(z, w) for all γ ∈ Γ0(6N). (5.3.19)

A computation shows that replacing w = ξ+iη by w′ = −ξ+iη in f3(
√
vσ−1

w x)

has the same effect as replacing x2 by −x2, so

ϑ(z,−ξ + iη) = ϑ(z, ξ + iη). (5.3.20)

5.3.2 Proof of Theorem 5.3.1 in the case t = 1

Suppose that F ∈ S 1
2
(N,ψ

(
N
•

)
χ, r) with r 6= i/4. For z = u + iv and

w = ξ + iη we define

ΨF (w) :=

∫
D
v

1
4ϑ(z, w)F (z)dµ, (5.3.21)

where D = Γ0(N)\H and dµ = du dv
v2

. Note that the integral is well-defined

by Lemma 5.3.4. There is no issue with convergence since ϑ and F are both

rapidly decreasing at the cusps.

Let D(w) denote the Casimir operator for SL2(R) defined by

D(w) = η2

(
∂2

∂ξ2
+

∂2

∂η2

)
− η ∂2

∂ξ∂θ
.

To show that ΨF is an eigenform of ∆
(w)
0 , we use Lemmas 1.4 and 1.5 of [Sh],

which give

v−
1
2 r0(σz)D

(w)f = ∆
(z)
1
2

[
v−

1
2 r0(σz)f

]
.
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Since ΨF is constant with respect to θ, we have ∆
(w)
0 ΨF = D(w)ΨF . By the

lemma on p. 304 of [Sa], it follows that

∆
(w)
0 ΨF +

(
1

4
+ (2r)2

)
ΨF = 0.

This, together with the transformation law (5.3.19) shows that ΨF is a Maass

form. The following lemma shows that ΨF is a cusp form. This is the only

point where we use the assumption that N is squarefree. It would be possible

to remove this assumption with added complications by arguing as in [C].

For the remainder of this section, to avoid confusion with the eta function,

we write w = ξ + iy.

Lemma 5.3.6. Suppose that N ≡ 1 (mod 24) is squarefree and that F ∈
S 1

2
(N,ψ

(
N
•

)
χ, r). Let ηN(w) := y

1
4η(Nw). For each cusp a = γa∞ there

exists ca ∈ C such that as y →∞ we have

(ΨF

∣∣
0
γa)(iy) =

ca 〈ηN , F 〉 y +O(1) if ψ is principal,

O(1) otherwise.
(5.3.22)

Proof. For each d | 6N , let f 7→ f
∣∣
0
Wd be the Atkin-Lehner involution [AL,

§2] given by any matrix Wd ∈ SL2(R) of the form

Wd =

( √
dα β/

√
d

6Nγ/
√
d
√
d δ

)
, α, β, γ, δ ∈ Z.

Since N ≡ 1 (mod 24) is squarefree, every cusp of Γ0(6N) is of the form

Wd∞ for some d. Thus it suffices to establish (5.3.22) for γa = Wd.

By (5.3.16)–(5.3.18) we have WdL
′ = L′, so

ϑd(z, w) := ϑ(z,Wdw) = v
1
2

∑
x∈L′

ψ1(Wdx)e
(
u

2
〈x, x〉

)
f3

(√
v σ−1

w x
)
.

To determine the asymptotic behavior of ϑd(z, iy) as y →∞, we follow the

method of Cipra [C, §4.3]. We write

ϑd(z, iy) = v
1
2

∑
x∈L′
x3=0

ψ1(Wdx)e
(

z

24N
x2

2

)
exp

(
− πv

6Ny2
x2

1

)
+ ε(z, y), (5.3.23)
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where

|ε(z, y)| ≤ v
1
2

∑
x1∈Z

exp
( −πv

6Ny2
x2

1

)∑
x2∈Z

exp
(−πv

12N
x2

2

)∑
x3 6=0

exp
(−πvy2

6N
x2

3

)
�
(
v +

1

v

)
y e−c1vy

2

for some c1 > 0 (see [C, Appendix B]). As in [C, Proposition B.3], the

contribution of ε(z, y) to (ΨF

∣∣
0
Wd)(iy) is o(1) as y → ∞. For x3 = 0 and

Wdx = (x′1, x
′
2, x
′
3) we have

x′1 ≡ dα2x1 (mod N),

x′2 ≡
(

1 +
12N

d
γβ
)
x2 (mod 12)

(in particular, ψ1(Wdx) = 0 unless d ∈ {1, 2, 3, 6}). Thus for some c2 the

main term of (5.3.23) equals

c2 v
1
2

∑
x1∈Z

ψ(x1) exp
(
− πv

6Ny2
x2

1

) ∑
x2∈NZ

(
12

x2

)
e
(

z

24N
x2

2

)
= 2c2 η(Nz) v

1
2

∑
h mod N

ψ(h)θ1

(
iv

12Ny2
, h,N

)
,

where θ1(·, h,N) is as in [C, Theorem 1.10(i)]. By the first two assertions of

that theorem we have

v
1
2

∑
h mod N

ψ(h)θ1

(
iv

12Ny2
, h,N

)
=

√
6

N
y
∑

h mod N

ψ(h) +ON(
√
v).

The latter sum is zero unless ψ is principal. In that case we have

(ΨF

∣∣
0
Wd)(iy) = c3 y

∫
D
v

1
4η(Nz)F (z) dµ+O(1)

for some c3 ∈ C; otherwise ΨF is O(1) at the cusps.

If the spectral parameter of F is not i/4, then F is orthogonal to ηN .

Since a Maass form that is bounded at the cusps is a cusp form, we obtain

the following proposition (recall (5.3.20)).

Proposition 5.3.7. Suppose that F ∈ S 1
2
(N,ψ

(
N
•

)
χ, r), where N ≡ 1

(mod 24) is squarefree and r 6= i/4. Then ΨF is an even Maass cusp form in
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S0(6N,ψ
2
, 2r).

With G as in Theorem 5.3.1 let F := G
∣∣
1
2

wN , where

wN =

(
0 −1/

√
N√

N 0

)

is the Fricke involution. To obtain the t = 1 case of Theorem 5.3.1 we will

compute the Fourier expansion of

ΦF (w) := ΨF (−1/6Nw) . (5.3.24)

Once we show that the coefficients of ΦF satisfy the relation (5.3.3), Propo-

sition 5.3.7 completes the proof. We first show that F defined in this way

satisfies the hypotheses of Proposition 5.3.7.

Lemma 5.3.8. Suppose that N ≡ 1 (mod 24). If G ∈ S 1
2
(N,ψχ, r) and

F = G
∣∣
1
2

wN , then F ∈ S 1
2

(
N,ψ

(
N
•

)
χ, r
)
.

Proof. Since the slash operator commutes with ∆k, it suffices to show that

F transforms with mutliplier ψ(N• )χ. Writing γ = ( a bc d ) ∈ Γ0(N) and

γ′ = wNγw
−1
N =

(
d −c/N
−bN a

)
we have

F | 1
2
γ = ψ(d)χ(γ′)F.

Thus it suffices to show that χ(γ′) =
(
N

d

)
χ(γ). For this we argue as in [S,

Proposition 1.4].

Write wN = SV , where

S =

(
0 −1

1 0

)
, V =

(√
N 0

0 1/
√
N

)
.

Let η̃(w) := y1/4η(w) and let g := η̃
∣∣
1
2

V . Then by (2.1.5), g transforms on

Γ0(N) with multiplier
(
N
•

)
χ. We compute

χ(wNγw
−1
N ) η̃ = η̃

∣∣
1
2

wNγw
−1
N =

√
−i g

∣∣
1
2

γw−1
N

=
√
−i
(
N

d

)
χ(γ)g

∣∣
1
2

w−1
N =

(
N

d

)
χ(γ) η̃.

This completes the proof.
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We will determine the Fourier coefficients of ΦF by computing its Mellin

transform Ω(s) in two ways. We have

Ω(s) :=

∫ ∞
0

ΦF (iy)ys
dy

y
= (6N)−s

∫ ∞
0

ΨF (i/y) ys
dy

y
. (5.3.25)

For w purely imaginary, the sum in (5.3.15) simplifies to

ϑ(z, iy) = ϑ1(z)ϑ2(z, y),

where ϑ1(z) = 2η(Nz) and

ϑ2(z, y) = v
1
2

∑
m,n∈Z

ψ(m)e(−umn) exp

(
−πv

(
m2

6Ny2
+ 6Ny2n2

))
=

1

y
√

6N

∑
m,n∈Z

ψ(m) exp

(
− π

6Ny2v
|mz + n|2

)
.

The latter equality follows from Poisson summation on n.

Setting A := π
6Nv
|mz + n|2 for the moment, we find that

Ω(s) = 2(6N)−s−
1
2

∑
m,n

ψ(m)

∫
D
v

1
4η(Nz)F (z)

∫ ∞
0

yse−Ay
2

dy dµ.

For Re(s) > 1 the inner integral evaluates to 1
2
A
−s−1

2 Γ
(
s+1

2

)
, so we have

Ω(s) =
Γ
(
s+1

2

)
(6N)

s
2π

s+1
2

∑
m,n

ψ(m)

∫
D
v

1
4η(Nz)F (z)

(
v

|mz + n|2

) s+1
2

dµ.

Replacing z by wNz, recalling that G = F | 1
2
wN and using the fact that ψ is

even, we obtain

Ω(s) =

√
iN

1
4

6
s
2π

s+1
2

Γ
(
s+ 1

2

)∑
m,n

ψ(m)

∫
D
v

1
4η(z)G(z)

(
v

|Nnz +m|2

) s+1
2

dµ.

For (m,N) = 1, write m = gd and Nn = gc with g = (m,n) = (m,Nn) so

that

∑
m,n

ψ(m)

(
v

|Nnz +m|2

) s+1
2

= L(s+ 1, ψ)
∑

γ∈Γ∞\Γ0(N)

ψ(γ) Im(γz)
s+1
2 ,
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where ψ(γ) = ψ(d) for γ = ( a bc d ). Thus

Ω(s) = c(s)
∑

γ∈Γ∞\Γ0(N)

ψ(γ)

∫
D
v

1
4η(z)G(z) Im(γz)

s+1
2 dµ,

where

c(s) =

√
iN

1
4

6
s
2π

s+1
2

Γ
(
s+ 1

2

)
L(s+ 1, ψ).

Since ψ(γ)v1/4η(z)G(z) = Im(γz)1/4η(γz)G(γz) for γ ∈ Γ, we have

Ω(s) = c(s)

∫
Γ∞\H

v
s+1
2

+ 1
4η(z)G(z) dµ.

Recall that G has the Fourier expansion

G(z) =
∑

n≡1(24)

a(n)W sgn(n)
4

,ir

(
π|n|v

6

)
e
(
nu

24

)
.

Thus we have

Ω(s) = c(s)
∞∑
n=1

(
12

n

)
a(n2)

∫ ∞
0

v
s
2
− 5

4W 1
4
,ir

(
πn2v

6

)
e−

πn2

12
v dv.

By [DL, (13.23.4) and (16.2.5)], the integral evaluates to

(
6

πn2

) s
2
− 1

4 Γ
(
s
2

+ 1
4

+ ir
)

Γ
(
s
2

+ 1
4
− ir

)
Γ
(
s+1

2

) ,

so we conclude that

Ω(s) =
√
i
(
πN

6

) 1
4

π−s−
1
2 Γ
(
s
2

+ 1
4

+ ir
)

Γ
(
s
2

+ 1
4
− ir

)
× L(s+ 1, ψ)

∞∑
n=1

(
12

n

) a(n2)

ns−
1
2

.

On the other hand, since ΨF is an even Maass cusp form, it follows that

ΦF is also even. Since ΦF has eigenvalue 1
4

+ (2r)2, it has a Fourier expansion

of the form

ΦF (w) = 2
∞∑
n=1

b(n)W0,2ir(4πny) cos(2πnx).
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By the definition (5.3.25) of Ω(s) and [DL, (13.18.9) and (10.43.19)] we have

Ω(s) = 4
∞∑
n=1

√
n b(n)

∫ ∞
0

K2ir(2πny)ys−
1
2 dy

= π−s−
1
2 Γ
(
s
2

+ 1
4

+ ir
)

Γ
(
s
2

+ 1
4
− ir

) ∞∑
n=1

b(n)

ns
.

So the coefficients b(n) are given by the relation

∞∑
n=1

b(n)

ns
=
√
i
(
πN

6

) 1
4

L(s+ 1, ψ)
∞∑
n=1

(
12

n

) a(n2)

ns−
1
2

. (5.3.26)

This proves Theorem 5.3.1 in the case t = 1 since b(n) is a constant multiple

of the function b1(n) in (5.3.3).

5.3.3 The case t > 1

For squarefree t ≡ 1 (mod 24) with t > 1 we argue as in Section 3 of [N]. For

a function f on H define ft(τ) := f(tτ). We apply Theorem 5.3.1 to

Gt(τ) =
∑

n≡1(24)

a(n/t)W sgn(n)
4

,ir

(
π|n|y

6

)
e
(
nx

24

)
∈ S 1

2

(
Nt, ψ

(
t
•

)
χ, r
)
.

The coefficients c(n) of S1(Gt) ∈ S0(6Nt, ψ2, 2r) are given by

∞∑
n=1

c(n)

ns
= L

(
s+ 1, ψ

(
t
•

)) ∞∑
n=1

(
12

n

) a(n2/t)

ns−
1
2

= L
(
s+ 1, ψ

(
t
•

))
t−s+

1
2

∞∑
n=1

(
12

n

) a(tn2)

ns−
1
2

.

Thus c(n) = 0 unless t | n, in which case c(n) =
√
t bt(n/t), where bt(n)

are the coefficients of St(G). We conclude that S1(Gt) =
√
t [St(G)]t. By a

standard argument (see e.g. [N, Section 3]) we have

St(G) ∈ S0(6N,ψ2, 2r).

This completes the proof of Theorem 5.3.1.
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5.4 Estimates for a K-Bessel transform

This section contains uniform estimates for the K-Bessel transform φ̌(r) which

are required in Sections 5.5 and 5.7. Recall that

φ̌(r) = ch πr

∫ ∞
0

K2ir(u)φ(u)
du

u
,

where φ is a suitable test function (see (5.2.1)). Given a, x, T > 0 with

T ≤ x

3
and T � x1−δ, 0 < δ <

1

2
,

we choose φ = φa,x,T : [0,∞)→ [0, 1] to be a smooth function satisfying

(i) φ(t) = 1 for
a

2x
≤ t ≤ a

x
,

(ii) φ(t) = 0 for t ≤ a

2x+ 2T
and t ≥ a

x− T ,

(iii) φ′(t)�
(

a

x− T −
a

x

)−1

� x2

aT
, and

(iv) φ and φ′ are piecewise monotone on a fixed number of intervals

(whose number is independent of a, x, and T ).

In Theorem 5.2.1, the function φ̌(r) is evaluated at the spectral parameters

rj corresponding to the eigenfunctions uj as in (2.3.23). In view of Corollary

5.3.3, we require estimates only for r ≥ 1. We will prove the following

theorem.

Theorem 5.4.1. Suppose that a, x, T , and φ = φa,x,T are as above. Then

φ̌(r)�


r−

3
2 e−r/2 if 1 ≤ r ≤ a

8x
,

r−1 if max
( a

8x
, 1
)
≤ r ≤ a

x
,

min
(
r−

3
2 , r−

5
2
x

T

)
if r ≥ max

(a
x
, 1
)
.

(5.4.1)

To prove Theorem 5.4.1 we require estimates for Kiv(vz) which are uniform

for z ∈ (0,∞) and v ∈ [1,∞).

5.4.1 Uniform estimates for the K-Bessel function

We estimate Kiv(vz) in the following ranges as v →∞:
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(A) the oscillatory range 0 < z ≤ 1−O(v−
2
3 ),

(B) the transitional range 1−O(v−
2
3 ) ≤ z ≤ 1 +O(v−

2
3 ), and

(C) the decaying range z ≥ 1 +O(v−
2
3 ).

Suppose that c is a positive constant. In the transitional range there is

a significant “bump” in the K-Bessel function. By [BST, (14) and (21)] we

have

e
πv
2 Kiv(vz)�c v

− 1
3 for z ≥ 1− cv−

2
3 . (5.4.2)

In the decaying range the K-Bessel function is positive and decreasing. By

[BST, (14)] we have

e
πv
2 Kiv(vz)�c

e−vµ(z)

v
1
2 (z2 − 1)

1
4

for z ≥ 1 + cv−
2
3 , (5.4.3)

where

µ(z) :=
√
z2 − 1− arccos

(
1

z

)
.

The oscillatory range is much more delicate. Balogh [Ba] gives a uniform

asymptotic expansion for Kiv(vz) in terms of the Airy function Ai and its

derivative Ai′. For z ∈ (0, 1) define

w(z) := arccosh
(

1

z

)
−
√

1− z2

and define ζ and ξ by

2

3
ζ

3
2 = −i w(z), ξ = v

2
3 ζ.

Taking m = 1 in equation (2) of [Ba] we have

e
πv
2 Kiv(vz) =

π
√

2

v
1
3

(
−ζ

1− z2

) 1
4
{

Ai(ξ)

[
1 +

A1(ζ)

v2

]
+ Ai′(ξ)

B0(ζ)

v
4
3

+
eivw(z)

1 + |ξ| 14
O
(
v−3
)}

, (5.4.4)
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uniformly for v ∈ [1,∞), where

A1(ζ) :=
455

10368w(z)2
− 7(3z2 + 2)

1728(1− z2)
3
2w(z)

− 81z4 + 300z2 + 4

1152(1− z2)3
, (5.4.5)

B0(ζ) :=
(

2

3

) 1
3 e2πi/3

w(z)
1
3

(
3z2 + 2

24(1− z2)
3
2

− 5

72w(z)

)
. (5.4.6)

A computation shows that A1(ζ) and B0(ζ) have finite limits as z → 0+ and

as z → 1−, so both functions are O(1) for z ∈ (0, 1).

Note that arg ξ = −π
3
. In order to work on the real line, we apply [DL,

(9.6.2-3)] to obtain

Ai(ξ) =
(

2
3

)1/6 i

23/2
(vw(z))

1
3H

(1)
1
3

(vw(z)),

Ai′(ξ) = −
(

3
2

)1/6 i

23/2
(vw(z))

2
3H

(1)
2
3

(vw(z)),

where H
(1)
1
3

and H
(1)
2
3

are Hankel functions of the first kind. So we have

e
πv
2 Kiv(vz) =

π

2
e2πi/3 w(z)

1
2

(1− z2)
1
4

H
(1)
1
3

(vw(z))

[
1 +

A1(ζ)

v2

]
+
(

3
2

)1/3 π

2
e−πi/3

w(z)
5
6

(1− z2)
1
4

H
(1)
2
3

(vw(z))
B0(ζ)

v
+O

(
v−

7
2

(1− z2)
1
4

)
. (5.4.7)

Since w(z) → ∞ as z → 0 and (1 − z2)−
1
4 → ∞ as z → 1, we derive

more convenient expressions for (5.4.7) for z in the intervals (0, 3/4] and

[3/16, 1− cv− 2
3 ).

Proposition 5.4.2. Suppose that z ∈ (0, 3/4] and that v ≥ 1. Then

e
πv
2 Kiv(vz) = eπi/4

(
π

2

) 1
2 eivw(z)

v
1
2 (1− z2)

1
4

[
1− i 3z2 + 2

24v(1− z2)
3
2

]
+O

(
v−

5
2

)
.

(5.4.8)

Proof. Since (1− z2)� 1 for z ≤ 3/4, the error term in (5.4.7) is� v−
7
2 . By
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[DL, (10.17.5) and §10.17(iii)] we have

H
(1)
1
3

(vw(z)) =
(

2

π

) 1
2

e−5πi/12 eivw(z)

(vw(z))
1
2

(
1− 5i

72vw(z)

)
+O

(
(vw(z))−

5
2

)
,

H
(1)
2
3

(vw(z)) =
(

2

π

) 1
2

e−7πi/12 eivw(z)

(vw(z))
1
2

+O
(

(vw(z))−
3
2

)
.

In particular, this implies that

w(z)
1
2

(1− z2)
1
4

H
(1)
1
3

(vw(z))
A1(ζ)

v2
� v−

5
2 ,

so by (5.4.7) we have

e
πv
2 Kiv(vz) = eπi/4

(
π

2

) 1
2 eivw(z)

v
1
2 (1− z2)

1
4

[
1− 5i

72vw(z)

+e−7πi/6
(

3

2

) 1
3

w(z)
1
3
B0(ζ)

v

]
+O

(
v−

5
2

)
.

Using (5.4.6), we obtain (5.4.8).

We require some notation for the next proposition. Let Jν(x) and Yν(x)

denote the J and Y -Bessel functions, and define

Mν(x) =
√
J2
ν (x) + Y 2

ν (x).

Proposition 5.4.3. Suppose that c > 0. Suppose that v ≥ 1 and that
3
16
≤ z ≤ 1− cv− 2

3 . Then

e
πv
2 Kiv(vz) =

π

2
e2πi/3 w(z)

1
2

(1− z2)
1
4

M 1
3
(vw(z))e

iθ 1
3

(vw(z))
+Oc(v

−4/3), (5.4.9)

where θ 1
3
(x) is a real-valued continuous function satisfying

θ′1
3
(x) =

2

πxM2
1
3

(x)
. (5.4.10)

Proof. Since (1 − z2) �c v
− 2

3 for z ≤ 1 − cv− 2
3 , the error term in (5.4.7) is
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�c v
− 10

3 . The modulus and phase of H
(1)
α (x) are given by [DL, §10.18]

H(1)
α (x) = Mα(x)eiθα(x),

where M2
α(x)θ′α(x) = 2/πx. A straightforward computation shows that

w(z) � (1 − z) 3
2 . It follows that vw(z) �c 1 for z ≤ 1 − cv− 2

3 , so by [DL,

(10.18.17)] we obtain

Mα(vw(z))�α,c
1

(vw(z))
1
2

.

This, together with (5.4.7) and the fact that A1(ζ) and B0(ζ) are O(1), gives

(5.4.9).

5.4.2 Estimates for φ̌(r)

We treat each of the three ranges considered in Theorem 5.4.1 separately

in the following propositions. We will make frequent use of an integral

estimate which is an immediate corollary of the second mean value theorem

for integrals.

Lemma 5.4.4. Suppose that f and g are continuous functions on [a, b] and

that g is piecewise monotonic on M intervals. Then∣∣∣∣∫ b

a

f(x)g(x) dx

∣∣∣∣ ≤ 2M sup
x∈[a,b]

|g(x)| sup
[α,β]⊆[a,b]

∣∣∣∣∫ β

α

f(x) dx

∣∣∣∣ . (5.4.11)

Proposition 5.4.5. With the notation of Theorem 5.4.1, suppose that 1 ≤
r ≤ a/8x. Then

φ̌(r)� r−
3
2 e−r/2. (5.4.12)

Proof. Since r ≤ a/8x and T ≤ x/3, we have a
4(x+T )r

≥ 3
2
. Taking c = 2−1/3

in (5.4.3) gives

φ̌(r) = ch πr

∫ a
2(x−T )r

a
4(x+T )r

K2ir(2ry)φ(2ry)
dy

y
� r−

1
2

∫ ∞
3
2

e−2rµ(y) dy

y(y2 − 1)
1
4

.

Since µ′(y) =
√
y2 − 1/y we have

φ̌(r)� r−
3
2

∫ ∞
3
2

(
−e−2rµ(y)

)′ dy

(y2 − 1)
3
4

� r−
3
2 e−2rµ(3/2),
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which, together with µ(3/2) ≈ .277 proves the proposition.

Proposition 5.4.6. With the notation of Theorem 5.4.1, suppose that

max(a/8x, 1) ≤ r ≤ a/x.

Then

φ̌(r)� r−1. (5.4.13)

Before proving Proposition 5.4.6, we require a lemma describing the

behavior of the function M 1
3
(x) in Proposition 5.4.3.

Lemma 5.4.7. The function M̃(x) := xM2
1
3

(x) is increasing on [0,∞) with

lim
x→∞

M̃(x) = 2
π

.

Proof. We will prove that w(x) :=
√
M̃(x) is increasing. From [DL, (10.7.3-4),

(10.18.17)] we have

M̃(0) = 0, 0 ≤ M̃(x) ≤ 2

π
, and lim

x→∞
M̃(x) =

2

π
.

It is therefore enough to show that w′′(x) < 0 for all x > 0. In view of the

second order differential equation [DL, (10.18.14)] satisfied by w it will suffice

to prove that

M̃(x) >
12x

π
√

36x2 + 5
. (5.4.14)

The inequality (5.4.14) can be proved numerically, using the expansions

of M̃(x) at 0 and ∞. By [DL, §10.18(iii)] we have

M̃(x) ≥ 2

π

(
1 +

n∑
k=1

1 · 3 · · · (2k − 1)

2 · 4 · · · (2k)

(4
9
− 1)(4

9
− 9) · · · (4

9
− (2k − 1)2)

(2x)2k

)
(5.4.15)

for odd n ≥ 1. Taking n = 3 in (5.4.15), we verify numerically that (5.4.14)

holds for x > 2.34.

From [DL, (10.2.3)] we have

M̃(x) =
4x

3

(
J2

1
3
(x)− J 1

3
(x)J− 1

3
(x) + J2

− 1
3
(x)
)
.

So by [DL, (10.8.3)] it follows that the series for M̃(x) at 0 is alternating,

and that M̃(x) is larger than the truncation of this series after the term with
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exponent 47/3. Moreover, this truncation is larger than 12x
π
√

36x2+5
for x < 2.45.

The claim (5.4.14) follows.

Proof of Proposition 5.4.6. Fix c = 1
2

and write

φ̌(r) = φ̌1(r) + φ̌2(r) + φ̌3(r)

=

∫ 1−cr−
2
3

a
4(x+T )r

+

∫ 1+cr−
2
3

1−cr−
2
3

+

∫ ∞
1+cr−

2
3

 chπrK2ir(2ry)φ(2ry)
dy

y
.

We will show that φ̌i(r)� r−1 for i = 1, 2, 3. Note that a
4(x+T )r

≥ 3
16

.

By Proposition 5.4.3 we have

φ̌1(r)�

∣∣∣∣∣
∫ 1−cr−

2
3

a
4(x+T )r

e
iθ 1

3
(2rw(y))M 1

3
(2rw(y))w(y)

1
2φ(2ry)

y(1− y2)
1
4

dy

∣∣∣∣∣
+ r−

4
3

∫ 1

3
16

φ(2ry)
dy

y
. (5.4.16)

The error term is O(r−4/3). Using (5.4.10) and the fact that w′(y) =

−
√

1− y2/y, the first term in (5.4.16) equals

π

2(2r)
3
2

∣∣∣∣∣
∫ 1−cr−

2
3

a
4(x+T )r

(
e
iθ 1

3
(2rw(y))

)′ (2rw(y)M2
1
3

(2rw(y))
) 3

2

(1− y2)
3
4

φ(2ry) dy

∣∣∣∣∣.
Note that the function w(y) is decreasing, so by Lemma 5.4.7 the function

2rw(y)M2
1
3

(2rw(y)) is decreasing. We apply Lemma 5.4.4 three times; first

with the decreasing function

g(y) =
(

2rw(y)M 1
3
(2rw(y))

) 3
2 � 1,

next with the increasing function

g(y) = (1− y2)−
3
4 � r

1
2 ,

and then with g(y) = φ(2ry). We conclude that φ̌1(r)� r−1.
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For φ̌2(r) we apply (5.4.2) to obtain

φ̌2(r)� r−
1
3

∫ 1+cr−
2
3

1−cr−
2
3

dy � r−1.

For φ̌3(r) we argue as in the proof of Proposition 5.4.5 to obtain

φ̌3(r)� r−
3
2

∫ ∞
1+cr−

2
3

(
−e−2rµ(y)

)′ dy

(y2 − 1)
3
4

.

For y ≥ 1 + cr−
2
3 we have (y2 − 1)

3
4 � r−

1
2 , so φ̌3(r)� r−1.

Proposition 5.4.8. Suppose that r ≥ max(a/x, 1). Then

φ̌(r)� min
(
r−

3
2 , r−

5
2
x

T

)
. (5.4.17)

Proof. Since r ≥ a/x and T ≤ x/3, the interval on which φ(2ry) 6= 0 is

contained in (0, 3/4]. So by Proposition 5.4.2 we have

φ̌(r)� r−
1
2 |I0|+ r−

3
2 |I1|+ r−

5
2

∫ a
2(x−T )r

a
4(x+T )r

dy

y
, (5.4.18)

where

Iα =

∫ a
2(x−T )r

a
4(x+T )r

e2irw(y)φ(2ry)(3y2 + 2)α

y(1− y2)
1
4

+ 3
2
α

dy.

The third term in (5.4.18) equals

r−
5
2 log

2(x+ T )

x− T � r−
5
2 .

For the other terms we use w′(y) = −
√

1− y2/y to write

Iα � r−1

∣∣∣∣∣
∫ a

2(x−T )r

a
4(x+T )r

(
e2irw(y)

)′ φ(2ry)(3y2 + 2)α

(1− y2)
3
4

+ 3
2
α

dy

∣∣∣∣∣ . (5.4.19)

Since y ≤ 3/4 we have
(3y2 + 2)α

(1− y2)
3
4

+ 3
2
α
� 1,

so by Lemma 5.4.4 we obtain Iα � r−1 and therefore φ̌(r)� r−
3
2 .

For large r, we obtain a better estimate by integrating by parts in (5.4.19)
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for α = 0. Since φ(2ry) = 0 at the limits of integration, we find that

I0 � r−1

∣∣∣∣∣
∫ a

2(x−T )r

a
4(x+T )r

e2irw(y) yφ(2ry)

(1− y2)
7
4

dy

∣∣∣∣∣+ r−1

∣∣∣∣∣
∫ a

2(x−T )r

a
4(x+T )r

e2irw(y) rφ
′(2ry)

(1− y2)
3
4

dy

∣∣∣∣∣
=: J1 + J2.

As above, Lemma 5.4.4 gives

J1 � r−2

∣∣∣∣∣
∫ a

2(x−T )r

a
4(x+T )r

(
e2irw(y)

)′ y2φ(2ry)

(1− y2)
9
4

dy

∣∣∣∣∣� r−2.

For J2, we apply Lemma 5.4.4 with the estimates φ′(2ry) � x2/aT and

y � a/rx to obtain

J2 = r−1

∣∣∣∣∣
∫ a

2(x−T )r

a
4(x+T )r

(
e2irw(y)

)′ yφ′(2ry)

(1− y2)
5
4

dy

∣∣∣∣∣� r−2 x

T
.

So I0 � r−2x/T . This, together with (5.4.18) and our estimate for I1 above,

gives (5.4.8).

5.5 Application to sums of Kloosterman

sums

We are in a position to prove Theorem 1.2.3, which asserts that for m > 0,

n < 0 we have∑
c≤X

S(m,n, c, χ)

c
�
(
X

1
6 + |mn|

1
4

)
|mn|ε logX. (5.5.1)

This will follow from an estimate for dyadic sums.

Proposition 5.5.1. If m > 0, n < 0 and x > 4π
√
m̃|ñ|, then

∑
x≤c≤2x

S(m,n, c, χ)

c
�
(
x

1
6 log x+ |mn|

1
4

)
|mn|ε

To obtain Theorem 1.2.3 from the proposition, we estimate using (2.3.30)

to see that the initial segment c ≤ 4π
√
m̃|ñ| of (5.5.1) contributes O(|mn| 14+ε).
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We break the rest of the sum into dyadic pieces x ≤ c ≤ 2x with 4π
√
m̃|ñ| <

x ≤ X/2. Estimating each of these with Proposition 5.5.1 and summing their

contributions gives (5.5.1).

Proof of Proposition 5.5.1. Let

a := 4π
√
m̃|ñ|, T := x

2
3 ,

and suppose that x > a. We apply Theorem 5.2.1 using a test function φ

which satisfies conditions (i)–(iv) of Section 5.4. Corollary 1.1.6 and the mean

value bound for the divisor function give∣∣∣∣∣
∞∑
c=1

S(m,n, c, χ)

c
φ
(a
c

)
−
∑

x≤c≤2x

S(m,n, c, χ)

c

∣∣∣∣∣
≤

∑
x−T≤c≤x

2x≤c≤2x+2T

|S(m,n, c, χ)|
c

� T log x√
x
|mn|ε � |mn|εx

1
6 log x. (5.5.2)

Therefore, by Theorem 5.2.1, it will suffice to obtain the stated estimate for

the quantity

∞∑
c=1

S(m,n, c, χ)

c
φ
(a
c

)
= 8
√
i
√
m̃|ñ|

∑
1<rj

ρj(m)ρj(n)

chπrj
φ̌(rj), (5.5.3)

where we have used Corollary 5.3.3 and the fact that the eigenvalue r0 = i/4

makes no contribution since n is negative.

We break the sum (5.5.3) into dyadic intervals A ≤ rj ≤ 2A. Using the

Cauchy-Schwarz inequality together with Theorems 1.2.5 and 5.4.1 (recall

that a/x < 1 < rj) we obtain

√
m̃|ñ|

∑
A≤rj≤2A

∣∣∣∣∣ρj(m)ρj(n)

chπrj
φ̌(rj)

∣∣∣∣∣
� min

(
A−

3
2 , A−

5
2x

1
3

)m̃ ∑
A≤rj≤2A

|ρj(m)|2

chπrj

 1
2
|ñ| ∑

A≤rj≤2A

|ρj(n)|2

chπrj

 1
2

� min
(
A−

3
2 , A−

5
2x

1
3

)(
A

3
2 +m

1
2

+ε
) 1

2
(
A

5
2 + |n|

1
2

+εA
1
2

) 1
2

� min
(
A

1
2 , A−

1
2x

1
3

)(
1 +m

1
4

+εA−
3
4 + |n|

1
4

+εA−1 + |mn|
1
4

+εA−
7
4

)
.
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Summing the contribution from the dyadic intervals gives

√
m̃|ñ|

∑
1<rj

ρj(m)ρj(n)

chπrj
φ̌(rj)� x

1
6 + |mn|

1
4

+ε,

and Proposition 5.5.1 follows.

5.6 A second estimate for coefficients of

Maass cusp forms

In the case m = 1 we can improve the estimate of Proposition 5.5.1 by using

a second estimate for the sum of the Fourier coefficients of Maass cusp forms

in S 1
2
(1, χ). The next theorem is an improvement on Theorem 1.2.5 only

when n is much larger than x.

Theorem 5.6.1. Suppose that {uj} is an orthonormal basis of S 1
2
(1, χ) with

spectral parameters rj and coefficients ρj(n) as in (2.3.23). Suppose that the

uj are eigenforms of the Hecke operators Tp2 for p - 6. If 24n − 23 is not

divisible by 54 or 74 then

∑
0<rj≤x

|ρj(n)|2

chπrj
� |n|−

4
7

+ε x5− sgnn
2 . (5.6.1)

Remark. As the proof will show, the exponent 4 in the assumption on n in

Theorem 5.6.1 can be replaced by any positive integer m. Increasing m has

the effect of increasing the implied constant in (5.6.1).

We require an average version of an estimate of Duke [D1, Theorem 5].

Let νθ denote the weight 1/2 multiplier for Γ0(4) defined in (2.1.6).

Proposition 5.6.2. Let D be an even fundamental discriminant, let N be a

positive integer with D | N , and let

(k, ν) =
(

1

2
, νθ

(
|D|
•

))
or

(
3

2
, νθ

(
|D|
•

))
.

Suppose that {vj} is an orthonormal basis of Sk(N, ν) with spectral parameters
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rj and coefficients bj(n). If n > 0 is squarefree then

∑
0≤rj≤x

|bj(n)|2

chπrj
�N,D n−

4
7

+εx5−k. (5.6.2)

Sketch of proof. Let φ, φ̂ be as in the proof of Theorem 5 of [D1]. Then

φ̂(r) > 0 and

φ̂(r) ∼ 1

2π2 |r|
k−5 as |r| → ∞. (5.6.3)

Set

V1(n, n) := n
∑
rj

|bj(n)|2

chπrj
φ̂(rj).

By Theorem 2 of [D1] we have |V1(n, n) +V2(n, n)| � |SN |+ |V3(n, n)|, where

SN is defined in the proof of Theorem 5 and V2, V3 are defined in Section 3 of

that paper. Since V1(n, n) and V2(n, n) are visibly non-negative, we have

V1(n, n)� |SN |+ |V3(n, n)|. (5.6.4)

The terms SN and V3(n, n) are estimated by averaging over the level. For

P > (4 log 2n)2 let

Q = {pN : p prime, P < p ≤ 2P, p - 2n} .

Summing (5.6.4) gives∑
Q∈Q

V
(Q)

1 (n, n)�
∑
Q∈Q

|SQ|+
∑
Q∈Q

|V (Q)
3 (n, n)|, (5.6.5)

where V
(Q)

1 , SQ, and V
(Q)

3 are the analogues of V1, SN , and V3 for Γ0(Q).

For each Q ∈ Q, the functions {[Γ0(N) : Γ0(Q)]−1/2uj(τ)} form an or-

thonormal subset of Sk(Q, ν). It follows that

V
(Q)

1 (n, n) ≥ n

[Γ0(N) : Γ0(Q)]

∑
rj

|bj(n)|2

chπrj
φ̂(rj) =

V1(n, n)

[Γ0(N) : Γ0(Q)]
.

Since [Γ0(N) : Γ0(Q)] ≤ p+ 1� P we find that

V1(n, n)� P V
(Q)

1 (n, n) for all Q ∈ Q.
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Since |Q| � P/ logP we conclude that

V1(n, n)� logP
∑
Q∈Q

V
(Q)

1 (n, n). (5.6.6)

In the proof of Theorem 5 of [D1], Duke gives the estimates∑
Q∈Q

|V (Q)
3 (n, n)| �N,D n

3
7

+ε and
∑
Q∈Q

|SQ| �N,D

(
(n/P )

1
2 + (nP )

3
8

)
nε

(5.6.7)

which follow from work of Iwaniec [I1]. By (5.6.5), (5.6.6), and (5.6.7) we

conclude that

V1(n, n)�N,D logP
(
(n/P )

1
2 + (nP )

3
8 + n

3
7

)
nε.

Choosing P = n1/7, we find that V1(n, n)�N,D n3/7+ε. By (5.6.3) we have

n
∑

0≤rj≤x

|bj(n)|2

chπrj
� n

∑
0≤rj≤x

r5−k
j

|bj(n)|2

chπrj
φ̂(rj)� x5−k V1(n, n),

from which (5.6.2) follows.

We turn to the proof of Theorem 5.6.1.

Proof of Theorem 5.6.1. Set α := [Γ0(1) : Γ0(24, 24)]1/2. With {uj} as in the

hypotheses, and recalling (2.3.20), define

vj(τ) := 1
α
uj(24τ) =

∑
n≡1(24)

bj(n)W 1
4

sgnn,irj
(4π|n|y)e(nx),

v′j(τ) := 1
α

(
r2
j + 1

16

)− 1
2 L 1

2
uj(24τ) =

∑
n≡23(24)

b′j(n)W 3
4

sgnn,irj
(4π|n|y)e(nx).

By (2.1.7) we have

vj ∈ S 1
2

(
576, νθ

(
12
•

))
, v′j ∈ S 3

2

(
576, νθ

(
12
•

))
.

From (2.3.14) and (2.3.20) we see that {vj}, {v′j} are orthonormal sets which

can be extended to orthonormal bases for these spaces. Using (2.3.11) and
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(2.3.13) and comparing Fourier expansions, we find for positive n that

bj(n) =
1

α
ρj

(
n+ 23

24

)
, b′j(n) =

1

α

(
r2
j + 1

16

)− 1
2 ρj

(−n+ 23

24

)
.

It follows from Proposition 5.6.2 that for squarefree n we have

∑
0<rj≤x

∣∣ρj (n+23
24

)∣∣2
chπrj

� |n|−
4
7

+ε x5− sgnn
2 . (5.6.8)

To establish (5.6.8) for non-squarefree n we use the assumption that

the {uj} are Hecke eigenforms. Recall the definition of the lift St from

Theorem 5.3.1. For each j there exists some squarefree positive t ≡ 1

(mod 24) for which St(uj) 6= 0. Denote by λj(p) the eigenvalue of uj under

Tp2 . From Corollary 5.3.2 it follows that
(

12
p

)
λj(p) is a Hecke eigenvalue of

the weight zero Maass cusp form St(uj). For these eigenvalues we have the

estimate

|λj(p)| ≤ p
7
64 + p−

7
64

due to Kim and Sarnak [Ki, Appendix 2].

The Hecke action (2.3.26) gives

p ρj

(
p2n+ 23

24

)
= λj(p)ρj

(
n+ 23

24

)
− p−

1
2

(
12n

p

)
ρj

(
n+ 23

24

)
− p−1ρj

(
n/p2 + 23

24

)
. (5.6.9)

Suppose that p2 - n. Then∣∣∣∣ρj (p2n+ 23

24

)∣∣∣∣ ≤ (p− 57
64 + p−

71
64 + p−

3
2

) ∣∣∣ρj (n+ 23

24

)∣∣∣
≤

1.25 p−
4
7 if p = 5 or 7,

p−
4
7 if p ≥ 11.

Thus (5.6.8) holds whenever n is not divisible by p4 for any p.

To treat the remaining cases, assume that p ≥ 11 and that for p2 - n we

have ∣∣∣∣ρj (p2`n+ 23

24

)∣∣∣∣ ≤ p−
4`
7

∣∣∣ρj (n+ 23

24

)∣∣∣ , ` ≤ m− 1.
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Then for m ≥ 2, the relation (5.6.9) gives∣∣∣∣ρj (p2mn+23

24

)∣∣∣∣ ≤ (p− 57
64 + p−

71
64

) ∣∣∣∣ρj (p2m−2n+23

24

)∣∣∣∣+p−2

∣∣∣∣ρj (p2m−4n+23

24

)∣∣∣∣
≤
[(
p−

57
64 + p−

71
64

)
p

4
7 + p−2+ 8

7

]
p−

4m
7

∣∣∣ρj (n+ 23

24

)∣∣∣ .
For p ≥ 11 the quantity in brackets is < 1. It follows that (5.6.8) holds for

all n which are not divisible by 54 or 74.

5.7 Sums of Kloosterman sums and

Rademacher’s formula

Throughout this section, n will denote a negative integer. In our application

to the error term in Rademacher’s formula we need a estimate for sums of the

Kloosterman sums S(1, n, c, χ) which improves the bound of Theorem 1.2.3

with respect to n. We will also make the assumption throughout that

24n− 23 is not divisible by 54 or 74 (5.7.1)

so that we may apply Theorem 5.6.1 (see the remark after that theorem).

Theorem 5.7.1. For 0 < δ < 1/2 and n < 0 satisfying (5.7.1) we have

∑
c≤X

S(1, n, c, χ)

c
�δ |n|

13
56

+εX
3
4
δ +

(
|n|

41
168

+ε +X
1
2
−δ
)

logX. (5.7.2)

Theorem 5.7.1 will follow from an estimate for dyadic sums.

Proposition 5.7.2. Suppose that 0 < δ < 1/2 and that n < 0 satisfies

(5.7.1). Then

∑
x≤c≤2x

S(1, n, c, χ)

c
�δ |n|

41
28

+εx−
5
2 + |n|

13
56

+εx
3
4
δ + x

1
2
−δ log x. (5.7.3)

Deduction of Theorem 5.7.1 from Proposition 5.7.2. We break the sum in

(5.7.2) into an initial segment corresponding to c ≤ |n|α and dyadic in-

tervals of the form (5.7.3) with x ≥ |n|α. Estimating the initial segment using

Lehmer’s bound (1.2.5) and applying Proposition 5.7.2 to each of the dyadic
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intervals, we find that

∑
c≤X

S(1, n, c, χ)

c
�δ,α |n|

α
2

+ε + |n|
13
56

+εX
3
4
δ +

(
|n|

41
28
− 5

2
α+ε +X

1
2
−δ
)

logX.

Theorem 5.7.1 follows upon setting α = 41/84.

Proof of Proposition 5.7.2. Let T satisfy

T � x1−δ and T ≤ x

3
, (5.7.4)

where 0 < δ < 1/2 is a parameter to be chosen later, and set

a := 4π
√
|ñ|.

Arguing as in (5.5.2) (using Lehmer’s bound (1.2.5) to remove the dependence

on n) we have∣∣∣∣∣
∞∑
c=1

S(1, n, c, χ)

c
φ
(a
c

)
−
∑

x≤c≤2x

S(1, n, c, χ)

c

∣∣∣∣∣� δx
1
2
−δ log x. (5.7.5)

Let {uj} be an orthonormal basis for S 1
2
(1, χ) as in (2.3.23) which consists of

eigenforms for the Hecke operators Tp2 with p - 6. Theorem 5.2.1 gives

∞∑
c=1

S(1, n, c, χ)

c
φ
(a
c

)
= 8
√
i
√
|ñ|
∑
rj

ρj(1)ρj(n)

chπrj
φ̌(rj). (5.7.6)

We break the sum on rj into ranges corresponding to the three ranges of the

K-Bessel function:

(i) rj ≤
a

8x
,

(ii)
a

8x
< rj <

a

x
,

(iii) rj ≥
a

x
.

We may restrict our attention to rj > 1 by Corollary 5.3.3 (the eigenvalue

r0 = i/4 does not contribute).

For the first range, Theorem 5.4.1 gives gives φ̌(rj) � r
−3/2
j e−rj/2. By
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Theorem 5.6.1 we have

ρj(1)√
chπrj

� r
9
4
j ,

ρj(n)√
chπrj

� |n|−
2
7

+εr
11
4
j .

Combining these estimates gives

√
|ñ|

∑
1<rj≤ a

8x

∣∣∣∣∣ρj(1)ρj(n)

chπrj
φ̌(rj)

∣∣∣∣∣� |n| 314+ε
∑

1<rj≤ a
8x

r
7
2
j e
−rj/2 � |n|

3
14

+ε, (5.7.7)

where we have used (2.3.22) to conclude that the latter sum over rj is O(1).

For the other ranges we need the mean value estimates of Theorem 1.2.5:

∑
1<rj≤x

|ρj(1)|2

chπrj
� x

3
2 , (5.7.8)

|ñ|
∑

1<rj≤x

|ρj(n)|2

chπrj
� x

5
2 + |n|

1
2

+εx
1
2 , (5.7.9)

as well as the average version of Duke’s estimate (Theorem 5.6.1):

|ñ|
∑
rj≤x

|ρj(n)|2

chπrj
� |n|

3
7

+εx
11
2 . (5.7.10)

Using (5.7.8) and (5.7.9) with the Cauchy-Schwarz inequality, we find that

√
|ñ|
∑
rj≤x

|ρj(1)ρj(n)|
chπrj

� x
3
4

(
x

5
2 + |n|

1
2

+εx
1
2

) 1
2 � x2 + |n|

1
4

+εx.

Using (5.7.8) and (5.7.10) we obtain

√
|ñ|
∑
rj≤x

|ρj(1)ρj(n)|
chπrj

� x
3
4

(
|n|

3
7

+εx
11
2

) 1
2 � |n|

3
14

+εx
7
2 . (5.7.11)

In the second range Theorem 5.4.1 gives φ̌(rj) � r−1
j . It follows from

(5.7.11) (assuming as we may that a/x ≥ 1) that

√
|ñ|

∑
a
8x
<rj<

a
x

∣∣∣∣∣ρj(1)ρj(n)

chπrj
φ̌(rj)

∣∣∣∣∣� |n| 314+ε
(a
x

) 5
2 � |n|

41
28

+εx−
5
2 . (5.7.12)
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In the third range Theorem 5.4.1 gives

φ̌(rj)� min
(
r
− 3

2
j , r

− 5
2

j

x

T

)
.

We use dyadic sums corresponding to intervals A ≤ rj ≤ 2A with A ≥
max

(
a
x
, 1
)
. For such a sum we have

√
|ñ|

∑
A≤rj≤2A

∣∣∣∣∣ρj(1)ρj(n)

chπrj
φ̌(rj)

∣∣∣∣∣
� min

(
A−

3
2 , A−

5
2
x

T

)
min

(
A2 + |n|

1
4

+εA, |n|
3
14

+εA
7
2

)
� min

(
A

1
2 , A−

1
2
x

T

)(
1 + |n|

13
56

+εA
1
4

)
� |n|

13
56

+ε min
(
A

3
4 , A−

1
4
x

T

)
,

where we have used the fact that for positive B, C, and D we have

min(B,C +D) ≤ min(B,C) + min(C,D) and min(B,C) ≤
√
BC.

Combining the dyadic sums, we find that

√
|ñ|
∑
rj≥ ax

∣∣∣∣∣ρj(1)ρj(n)

chπrj
φ̌(rj)

∣∣∣∣∣� |n| 1356+ε
( x
T

) 3
4 �δ |n|

13
56

+εx
3
4
δ. (5.7.13)

Using (5.7.6) with (5.7.7), (5.7.12), and (5.7.13) we obtain

∞∑
c=1

S(1, n, c, χ)

c
φ̌
(a
c

)
�δ |n|

41
28

+εx−
5
2 + |n|

13
56

+εx
3
4
δ.

Proposition 5.7.2 follows from this estimate together with (5.7.5).

We now use Theorem 5.7.1 to prove Theorems 1.2.1 and 1.2.2. Recall that

we wish to bound R(n,N), where

p(n) =
2π

(24n− 1)
3
4

N∑
c=1

Ac(n)

c
I 3

2

(
π
√

24n− 1

6c

)
+R(n,N),

and

Ac(n) =
√
−i S(1, 1− n, c, χ).
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To match the notation of the previous sections, we assume that n < 0 satisfies

(5.7.1) and we provide a bound for

R(1− n,N) =
2π
√
−i

24
3
4

|ñ|−
3
4

∑
c>N

S(1, n, c, χ)

c
I 3

2

(a
c

)
, (5.7.14)

where

a :=

√
2

3
π
√
|ñ|. (5.7.15)

We will apply partial summation to (5.7.14). For fixed ν,M > 0 and

0 ≤ z ≤M , the asymptotic formula [DL, (10.30.1)] gives

Iν(z)�ν,M zν . (5.7.16)

We have a straightforward lemma.

Lemma 5.7.3. Suppose that a > 0 and that α > 0. Then for t
a
≥ α we have

(
I 3

2
(a/t)

)′ �α a
3
2 t−

5
2 .

Proof. By [DL, (10.29.1)] we have

I ′3
2
(t) = 1

2

(
I 1

2
(t) + I 5

2
(t)
)
.

It follows that (
I 3

2
(a/t)

)′
= − a

2t2
(
I 1

2
(a/t) + I 5

2
(a/t)

)
. (5.7.17)

For t
a
≥ α, equations (5.7.16) and (5.7.17) give

(
I 3

2
(a/t)

)′ �α a
3
2 t−

5
2 + a

7
2 t−

9
2 ,

and the lemma follows.

Proof of Theorems 1.2.1 and 1.2.2. Let a be as in (5.7.15). Then

R(1− n,N)� |ñ|−
3
4

∣∣∣∣∣∑
c>N

S(1, n, c, χ)

c
I 3

2

(a
c

)∣∣∣∣∣ .
Let

S(n,X) :=
∑
c≤X

S(1, n, c, χ)

c
,
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so that Theorem 5.7.1 (for 0 < δ < 1/2) gives

S(n,X)�δ |n|
13
56

+εX
3
4
δ +

(
|n|

41
168

+ε +X
1
2
−δ
)

logX.

By partial summation using (5.7.16) we have

∑
c>N

S(1, n, c, χ)

c
I 3

2

(a
c

)
= −S(n,N)I 3

2
(a/N)−

∫ ∞
N

S(n, t)
(
I 3

2
(a/t)

)′
dt.

Let α > 0 be fixed and take

N = α|n|
1
2

+β

where β ∈ [0, 1/2] is to be chosen. By (5.7.16) we have

I 3
2

(a/N)�α |n|
3
4N−

3
2

and by Lemma 5.7.3 we have

(
I 3

2
(a/t)

)′ �α |n|
3
4 t−

5
2 for t ≥ N .

Thus

S(n,N)I 3
2

(a/N)�δ,α |n|
3
4N−

3
2

(
|n|

13
56N

3
4
δ + |n|

41
168 +N

1
2
−δ
)
|n|ε,

and the same bound holds for the integral term. Therefore

R(1− n, α|n|
1
2

+β)

�δ,α |n|(
1
2

+β)( 3
4
δ− 3

2
)+ 13

56
+ε + |n|−

3
2

( 1
2

+β)+ 41
168

+ε + |n|−( 1
2

+β)(1+δ)+ε. (5.7.18)

When β = 0, the estimate (5.7.18) becomes

R(1− n, α|n|
1
2 )�δ,α |n|

3
8
δ− 29

56
+ε + |n|−

85
168

+ε + |n|−
1
2
− 1

2
δ+ε.

For any choice of δ ∈ [ 1
84
, 2

63
] this gives

R(1− n, α|n|
1
2 )�α |n|−

1
2
− 1

168
+ε.

Theorem 1.2.1 follows after replacing n by 1− n.
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To optimize, we choose β = 5
252

and δ = 4
131

, which makes all three

exponents in (5.7.18) equal to −1
2
− 1

28
. This gives Theorem 1.2.2.
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6 The mock theta conjectures

In this chapter we prove the mock theta conjectures. The material in this

chapter and in Section 1.3 of the Introduction appear in the paper [A3].

6.1 Definitions and transformations

In this section, we define the functions M(a
5
, q), θ4(0, q), ψ(q), G(q), and H(q)

and describe the transformation behavior for these functions and the mock

theta functions under the generators

T :=

(
1 1

0 1

)
and S :=

(
0 −1

1 0

)

of SL2(Z). We employ the
∣∣
k

notation, defined for k ∈ 1
2
Z and γ = ( a bc d ) ∈

SL2(Z) by

(f
∣∣
k
γ)(z) := (cz + d)−kf

(
az + b

cz + d

)
.

For k ∈ Z we have f
∣∣
k
AB = f

∣∣
k
A
∣∣
k
B, but for general k we have

f
∣∣
k
AB = eik(arg jA(Bi)+arg jB(i)−arg jAB(i))f

∣∣
k
A
∣∣
k
B, (6.1.1)

where jγ(z) = cz + d for γ = ( ∗ ∗c d ) (see [I2, §2.6]). We always take arg z ∈
(−π, π]. Much of the arithmetic here and throughout the paper takes place

in the splitting field of the polynomial x4 − 5x2 + 5, which has roots

α :=

√
5−
√

5

2
and β :=

√
5 +
√

5

2
. (6.1.2)

We begin by giving the modular transformations satisfied by the mock

theta functions f0, f1, F0, and F1 which are given in Section 4.4 of [Zw].

The nonholomorphic completions are given in terms of the integral (see [Zw,
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Proposition 4.2])

Ra,b(z) := −i
∫ i∞

−z

ga,−b(τ)√
−i(τ + z)

dτ,

where ga,b (see [Zw, §1.5]) is the unary theta function

ga,b(z) :=
∑
ν∈a+Z

νeπiν
2z+2πiνb.

We will simplify the components of G5,1(τ) on page 75 of [Zw] by using the

relation

ga,0(z)− ga+ 1
2
,0(z) =

1

2
e−2πiag2a, 1

2
(z/4)

and Proposition 1.15 of [Zw]. As usual, q := exp(2πiz). We define

f̃0(z) := q−
1
60f0(q)− ζ10

(
ζ−1

12 R 1
30
, 1
2

+ ζ12R 11
30
, 1
2

)
(30z), (6.1.3)

f̃1(z) := q
11
60f1(q)− ζ5

(
ζ−1

12 R 7
30
, 1
2

+ ζ12R 17
30
, 1
2

)
(30z), (6.1.4)

F̃0(z) := q−
1

120 (F0(q)− 1) +
1

2
ζ10

(
ζ−1

12 R 1
30
, 1
2

+ ζ12R 11
30
, 1
2

)
(15z), (6.1.5)

F̃1(z) := q
71
120F1(q) +

1

2
ζ5

(
ζ−1

12 R 7
30
, 1
2

+ ζ12R 17
30
, 1
2

)
(15z). (6.1.6)

The following is Proposition 4.10 of [Zw]. The vector (6.1.7) below equals the

vector F5,1(τ)−G5,1(τ) of that paper (some computation is required to see

this for the fifth and sixth components).

Proposition 6.1.1. The vector

F (z) :=
(
f̃0(z), f̃1(z), F̃0

(
z
2

)
, F̃1

(
z
2

)
, ζ240 F̃0

(
z+1

2

)
, ζ−71

240 F̃1

(
z+1

2

) )ᵀ
(6.1.7)

satisfies the transformations

F
∣∣
1
2

T = MT F and F
∣∣
1
2

S = ζ−1
8

√
2

5
MS F ,
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where

MT =



ζ−1
60 0 0 0 0 0

0 ζ11
60 0 0 0 0

0 0 0 0 ζ−1
240 0

0 0 0 0 0 ζ71
240

0 0 ζ−1
240 0 0 0

0 0 0 ζ71
240 0 0


and

MS =



0 0 α β 0 0

0 0 β −α 0 0
α
2

β
2

0 0 0 0
β
2
−α

2
0 0 0 0

0 0 0 0 β√
2

α√
2

0 0 0 0 α√
2
− β√

2


.

Next we define the functions on the right-hand side of (1.3.1)–(1.3.4) and

give their transformation properties. Following [BO2, GM1], we define, for

a ∈ {1, 2, 3, 4}, the functions

M
(
a

5
, z
)

:=
∞∑
n=1

qn(n−1)

(q
a
5 ; q)n(q1−a

5 ; q)n
, (6.1.8)

N
(
a

5
, z
)

:= 1 +
∞∑
n=1

qn
2

(ζa5 q; q)n(ζ−a5 q; q)n
. (6.1.9)

Clearly we have M(1− a
5
, z) = M(a

5
, z) and N(1− a

5
, z) = N(a

5
, z). Bringmann

and Ono [BO2] also define auxiliary functions M(a, b, 5, z) and N(a, b, 5, z)

for 0 ≤ a ≤ 4 and 1 ≤ b ≤ 4. Together, the completed versions of these

functions form a set that is closed (up to multiplication by roots of unity)

under the action of SL2(Z) (see [BO2, Theorem 3.4]). Garvan [G] made the

definitions of these functions and their transformations more explicit, so in

what follows we reference his paper.

The nonholomorphic completions for M(a
5
, z) and N(a

5
, z) are given in

terms of integrals of weight 3/2 theta functions Θ1(a
5
, z) and Θ1(0,−a, 5, z)

(defined in Section 2 of [G]). A straightforward computation shows that

Θ1(0,−a, 5, z) = 15
√

3 ζa10

(
ζ−1

12 g 6a−5
30

,− 1
2
(3z) + ζ12 g 6a+5

30
,− 1

2
(3z)

)
.
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Following (2.1), (2.2), (3.5), and (3.6) of [G], we define

M̃
(
a

5
, z
)

:= 2q
3a
10 (1−a

5 )− 1
24 M

(
a

5
, z
)

+ ζa10

(
ζ−1

12 R 6a−5
30

, 1
2

+ ζ12R 6a+5
30

, 1
2

)
(3z),

(6.1.10)

Ñ
(
a

5
, z
)

:= csc
(
aπ

5

)
q−

1
24N

(
a

5
, z
)

+
i√
3

∫ i∞

−z

Θ1(a
5
, τ)√

−i(τ + z)
dτ. (6.1.11)

The functions M̃(a, b, z) := G2(a, b, 5; z) and Ñ(a, b, z) := G1(a, b, 5; z) are

defined in (3.7) and (3.8) of that paper. By Theorems 3.1 and 3.2 of [G] we

have

M̃
(
a

5
, z
) ∣∣

1
2

T 5 = M̃
(
a

5
, z
)
×

ζ−1
120 if a = 1,

ζ71
120 if a = 2,

(6.1.12)

Ñ
(
a

5
, z
) ∣∣

1
2

T = ζ−1
24 Ñ

(
a

5
, z
)
, (6.1.13)

and

M̃
(
a

5
, z
) ∣∣

1
2

S = ζ−1
8 Ñ

(
a

5
, z
)
. (6.1.14)

The theta functions θ4(0, q) and ψ(q) are defined by

θ4(0, q) :=
(q; q)2

∞
(q2; q2)∞

=
η2(z)

η(2z)
,

ψ(q) :=
(q2; q2)2

∞
(q; q)∞

= q−
1
8
η2(2z)

η(z)
,

where η(z) = q1/24(q; q)∞ is the Dedekind eta function. The transforma-

tion properties of these functions are easily obtained using the well-known

transformation

η(−1/z) =
√
−iz η(z). (6.1.15)

The Rogers-Ramanujan functions are defined by

G(q) :=
1

(q; q5)∞(q4; q5)∞
,

H(q) :=
1

(q2; q5)∞(q3; q5)∞
.
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It will be more convenient for us to use the functions

g(z) := q−
1
60G(q) and h(z) := q

11
60H(q). (6.1.16)

They satisfy the transformations (see [GM1, p. 207])

g
∣∣
0
S = α−1g + β−1h, (6.1.17)

h
∣∣
0
S = β−1g − α−1h. (6.1.18)

Using the completed functions, the mock theta conjectures (1.3.1)–(1.3.4)

are implied by the corresponding completed versions:

f̃0(z) = −M̃
(

1

5
, 10z

)
+
η2(5z)

η(10z)
g(z), (6.1.19)

f̃1(z) = −M̃
(

2

5
, 10z

)
+
η2(5z)

η(10z)
h(z), (6.1.20)

F̃0(z) =
1

2
M̃
(

1

5
, 5z
)
− η2(10z)

η(5z)
h(2z), (6.1.21)

F̃1(z) =
1

2
M̃
(

2

5
, 5z
)

+
η2(10z)

η(5z)
g(2z). (6.1.22)

Motivated by (6.1.7) and (6.1.19)–(6.1.22), we define the vector

G(z) :=



−M̃
(

1

5
, 10z

)
+
η2(5z)

η(10z)
g(z)

−M̃
(

2

5
, 10z

)
+
η2(5z)

η(10z)
h(z)

1
2
M̃
(

1

5
,

5z

2

)
− η2(5z)

η(5z
2

)
h(z)

1
2
M̃
(

2

5
,

5z

2

)
+
η2(5z)

η(5z
2

)
g(z)

1
2
ζ240 M̃

(
1

5
,

5z + 5

2

)
− ζ25

48

η2(5z)

η(5z+1
2

)
h(z)

1
2
ζ−71

240 M̃
(

2

5
,

5z + 5

2

)
+ ζ48

η2(5z)

η(5z+1
2

)
g(z)



, (6.1.23)

where we have used η(z + 1) = ζ24η(z), g(z + 1) = ζ−1
60 g(z), and h(z + 1) =

ζ11
60h(z) to simplify the second terms of the fifth and sixth components.
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To prove that F = G we begin by showing that they transform in the

same way.

Proposition 6.1.2. The vector G(z) defined in (6.1.23) satisfies the trans-

formations

G
∣∣
1
2

T = MT G and G
∣∣
1
2

S = ζ−1
8

√
2

5
MS G, (6.1.24)

where MT and MS are as in Proposition 6.1.1.

Before proving this proposition, we state two identities that will be in-

dispensable in the proof. Equivalent identities can be found in [GM1, (3.8)

and (3.9)], where they are proved using q-series methods. In Section 6.5 we

provide a purely modular proof.

Lemma 6.1.3. Let α and β be as in (6.1.2). Then

Ñ
(

1

5
, z
)

+ α M̃
(

1

5
, 25z

)
+ β M̃

(
2

5
, 25z

)
= 2

η2(2z)

η(z)

(
α−1g(10z) + β−1h(10z)

)
− 2

η2(50z)

η(25z)
(β g(10z)− αh(10z)) . (6.1.25)

Before proving Lemma 6.1.3 we deduce an immediate consequence. Note

that the right-hand side of (6.1.25) is holomorphic; this implies that the non-

holomorphic completion terms on the left-hand side sum to zero. By (6.1.9),

the coefficients of N(a
5
, z) lie in Q(ζ5 + ζ−1

5 ) = Q(
√

5), and the automorphism

σ = (
√

5 7→ −
√

5) maps N(1
5
, z) to N(2

5
, z). By (6.1.11) and the fact that

csc
(
πa

5

)
=

2α−1 if a = 1,

2β−1 if a = 2,

it follows that the coefficients of both sides of (6.1.25) lie in Q(α). The Galois

group of Q(α) is cyclic of order 4, generated by τ = (α 7→ β, β 7→ −α).

Since
√

5 = αβ, we have τ |Q(
√

5)= σ. Applying τ to Lemma 6.1.3 gives the

following identity.
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Lemma 6.1.4. Let α and β be as in (6.1.2). Then

Ñ
(

2

5
, z
)

+ β M̃
(

1

5
, 25z

)
− α M̃

(
2

5
, 25z

)
= 2

η2(2z)

η(z)

(
β−1g(10z)− α−1h(10z)

)
+ 2

η2(50z)

η(25z)
(α g(10z) + β h(10z)) . (6.1.26)

Proof of Proposition 6.1.2. The transformation with respect to T follows

immediately from (6.1.12).

Let Gj(z) denote the j-th component of G(z). By (6.1.14), (6.1.15), and

(6.1.17) we have

G1(z)
∣∣
1
2

S = ζ−1
8

√
2

5

(
−1

2
Ñ
(

1

5
,
z

10

)
+
η2( z

5
)

η( z
10

)

(
α−1g(z) + β−1h(z)

))
= ζ−1

8

√
2

5

(
αG3(z) + β G4(z)

)
,

where we used Lemma 6.1.3 with z replaced by z
10

in the second line. For G2,

the situation is analogous, using Lemma 6.1.4. For G3 and G4 we note that

the transformations for G1 and G2 imply that

G3 = ζ8

√
2

5

(
α

2
G1

∣∣
1
2

S +
β

2
G2

∣∣
1
2

S
)
,

G4 = ζ8

√
2

5

(
β

2
G1

∣∣
1
2

S − α

2
G2

∣∣
1
2

S
)
.

By (6.1.1) we have f
∣∣
1
2

S
∣∣
1
2

S = f
∣∣
1
2

(−I) = −if , and we obtain the transfor-

mations for G3 and G4.

For G5, we first observe that(
1 5

0 2

)(
0 −1

1 0

)
= T 3ST 2S

(
1 1

0 2

)
.
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Using Theorems 3.1 and 3.2 of [G] we compute

M̃
(

1

5
, z
) ∣∣

1
2

T 3ST 2S = (−ζ−3
50 ζ

−1
24 )3M̃(1, 3, z)

∣∣
1
2

ST 2S

= ζ39
200ζ

−1
8 Ñ(1, 3, z)

∣∣
1
2

T 2S

= ζ−7
30 Ñ(0, 3, z)

∣∣
1
2

S = ζ77
120 M̃(0, 3, z).

By (4.12) of [G] this equals ζ47
120 Ñ(2

5
, z), so we conclude that

M̃
(

1

5
,

5z + 5

2

) ∣∣
1
2

S = ζ47
120

1√
5
Ñ
(

2

5
,
z/5 + 1

2

)
. (6.1.27)

Similarly, we have η( z+1
2

)
∣∣
1
2

S = ζ−1
8 η( z+1

2
) which, together with (6.1.15) and

(6.1.18) gives

ζ25
48

η2(5z)

η(5z+1
2

)
h(z)

∣∣
1
2

S = ζ19
48

1√
5

η2( z
5
)

η( z
10

+ 1
2
)

(
β−1g(z)− α−1h(z)

)
. (6.1.28)

Replacing z by z
10

+ 1
2

in Lemma 6.1.4 and using (6.1.12) yields

Ñ
(

2

5
,
z

10
+

1

2

)
+ βζ−1

60 M̃
(

1

5
,

5z + 5

2

)
− αζ11

60 M̃
(

2

5
,

5z + 5

2

)
= 2

η2( z
5
)

η( z
10

+ 1
2
)

(
β−1g(z)− α−1h(z)

)
− 2

η2(5z)

η(5z+1
2

)
(αg(z) + βh(z)) . (6.1.29)

Putting (6.1.27), (6.1.28), and (6.1.29) together we obtain

1

2
ζ240 M̃

(
1

5
,

5z + 5

2

)
− ζ25

48

η2(5z)

η(5z+1
2

)
h(z)

∣∣
1
2

S

=
1√
5
ζ−1

8

(
ζ240

β

2
M̃
(

1

5
,

5z + 5

2

)
+ ζ−71

240

α

2
M̃
(

2

5
,

5z + 5

2

)
−ζ25

48

η2(5z)

η(5z+1
2

)
(α g(z) + β h(z))

)
=

1√
5
ζ−1

8 (β G5(z) + αG6(z)) .

The transformation for G6(z) is similarly obtained by using Lemma 3.
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6.2 Vector-valued modular forms and the

Weil representation

In this section we define vector-valued modular forms which transform ac-

cording to the Weil representation, and we construct such a form from the

components of F −G. A good reference for this material is [Br, §1.1].

Let L = Z be the lattice with associated bilinear form (x, y) = −120xy

and quadratic form q(x) = −60x2. The dual lattice is L′ = 1
120

Z. Let

{eh : h
120
∈ 1

120
Z/Z} denote the standard basis for C[L′/L]. Let Mp2(R)

denote the metaplectic two-fold cover of SL2(R); the elements of this group

are pairs (M,φ), where M = ( a bc d ) ∈ SL2(R) and φ2(z) = cz + d. Let Mp2(Z)

denote the inverse image of SL2(Z) under the covering map; this group is

generated by

T̃ := (T, 1) and S̃ := (S,
√
z).

The Weil representation can be defined by its action on these generators,

namely

ρL(T, 1)eh := ζ−h
2

240 eh, (6.2.1)

ρL(S,
√
z)eh :=

1√
−120i

∑
h′(120)

ζhh
′

120 eh′ . (6.2.2)

A holomorphic function F : H→ C[L′/L] is a vector-valued modular form

of weight 1
2

and representation ρL if

F(γz) = φ(z)ρL(γ, φ)F(z) for all (γ, φ) ∈ Mp2(Z) (6.2.3)

and if F is holomorphic at ∞ (i.e. if the components of F are holomorphic

at ∞ in the usual sense). The following lemma shows how to construct such

forms from vectors that transform as in Propositions 6.1.1 and 6.1.2.

Lemma 6.2.1. Suppose that H = (H1, . . . , H6) satisfies

H
∣∣
1
2

T = MT H and H
∣∣
1
2

S = ζ−1
8

√
2

5
MS H ,
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where MT and MS are as in Proposition 6.1.1, and define

H(z) :=
∑

0<h<60
h≡±1(10)
(h,60)=1

(ahH3(z) + bhH5(z)) (eh − e−h)−
∑

0<h<60
h≡±2(10)
(h,60)=2

H1(z)(eh − e−h)

+
∑

0<h<60
h≡±3(10)
(h,60)=1

(ahH4(z) + bhH6(z)) (eh − e−h)−
∑

0<h<60
h≡±4(10)
(h,60)=2

H2(z)(eh − e−h),

where

ah =

+1 if 0 < h < 30,

−1 otherwise,

and

bh =

+1 if h ≡ ±1,±13 (mod 60),

−1 otherwise.

Then H(z) satisfies (6.2.3).

Proof. The proof is a straightforward but tedious verification involving (6.2.1)

and (6.2.2) that is best carried out with the aid of a computer algebra system;

the author used mathematica.

6.3 Proof of the mock theta conjectures

Let F and G be as in Section 6.1. To prove (6.1.19)–(6.1.22) it suffices to

prove that F = G. Let H := F−G. It is easy to see that the nonholomorphic

parts of F and G agree, as do the terms in the Fourier expansion involving

negative powers of q. It follows that the function H defined in Lemma 6.2.1

is a vector-valued modular form of weight 1
2

with representation ρL. By

Theorem 5.1 of [EZ], the space of such forms is canonically isomorphic to

the space J1,60 of Jacobi forms of weight 1 and index 60. By a theorem of

Skoruppa [Sk, Satz 6.1] (see also [EZ, Theorem 5.7]), we have J1,m = {0} for

all m; therefore H = 0. The mock theta conjectures (1.3.1)–(1.3.4) follow.
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6.4 The six remaining identities

Four of the six remaining identities, those involving the mock theta functions

ψ0, ψ1, φ0, and φ1 (see [AG] for definitions), can be proved using the methods

of Sections 6.1–6.3. For suitable completed nonholomorphic functions ψ̃0, ψ̃1,

φ̃0, and φ̃1, these conjectures are (see [GM1, p. 206])

2 ψ̃0(z) = M̃
(

1

5
, 10z

)
+ 2 η10,1(z)η(10z)h(z), (6.4.1)

2 ψ̃1(z) = M̃
(

2

5
, 10z

)
+ 2 η10,3(z)η(10z)g(z), (6.4.2)

φ̃0(z) = −1

2
M̃
(

1

5
, 5z
)

+
η(5z)η(2z)

η(10z)
g2(2z)h(z), (6.4.3)

−φ̃1(z) = −1

2
M̃
(

2

5
, 5z
)

+
η(5z)η(2z)

η(10z)
h2(2z)g(z), (6.4.4)

where ηr,t(z) is defined in [Rob2]. Here we have used that g(z)h(z) = η(5z)
η(z)

in the third and fourth formulas. Following Section 6.1, we construct two

six-dimensional vectors F1 and G1 out of the functions on the left-hand

and right-hand sides, respectively, of (6.4.1)–(6.4.4). The transformation

properties of F1 are given in Proposition 4.13 of [Zw], and the corresponding

properties of G1 follow from an argument similar to that given in the proof

of Proposition 6.1.2. For the latter argument, we use the following identity

(together with the identity obtained by applying the automorphism τ as in

Lemma 6.1.4):

Ñ
(

1

5
, 2z
)

+ α M̃
(

1

5
, 50z

)
+ β M̃

(
2

5
, 50z

)
= 2

η(2z)η(5z)

η(z)

(
α−1g(5z) + β−1h(5z)

)2 (
α g(10z)− β h(10z)

)
− 2η(50z)

(
α η10,1(5z)h(5z) + β η10,3(5z)g(5z)

)
. (6.4.5)

The proof of (6.4.5) is analogous to the proof of Lemma 6.1.3, and requires

the transformation properties of η10,1 and η10,3, given in [Rob2]. The proof

that F1 = G1 follows exactly as in Section 6.3.

The two remaining identities involve the mock theta functions χ0 and χ1.

Using the relations (discovered by Ramanujan and proved by Watson [Wa,

147



(B0) and (B1)])

χ0(q) = 2F0(q)− φ0(−q),

χ1(q) = 2F1(q) + q−1φ1(−q),

these mock theta conjectures (see [GM1, p. 206]) are implied by the identities

2F̃0(z)− φ̃0(z) =
3

2
M̃
(

1

5
, 5z
)
− η(5z)

g2(z)

h(z)
, (6.4.6)

2F̃1(z) + φ̃1(z) =
3

2
M̃
(

2

5
, 5z
)

+ η(5z)
h2(z)

g(z)
. (6.4.7)

By (6.1.21), (6.1.22), (6.4.3), and (6.4.4), equations (6.4.6) and (6.4.7) follow

from the identities (see [Rob1, (1.25) and (1.26)] for a proof using modular

forms)

g2(z)h(2z)− h2(z)g(2z) = 2h(z)h2(2z)
η2(10z)

η2(5z)
,

g2(z)h(2z) + h2(z)g(2z) = 2g(z)g2(2z)
η2(10z)

η2(5z)
.

This completes the proof of the remaining mock theta conjectures.

6.5 Proof of Lemma 6.1.3

Let L(z) and R(z) denote the left-hand and right-hand sides of (6.1.25),

respectively. Let Γ denote the congruence subgroup

Γ = Γ0(50) ∩ Γ1(5) =

{(
a b

c d

)
: c ≡ 0 mod 50 and a, d ≡ 1 mod 5

}
.

We claim that

η(z)L(z), η(z)R(z) ∈M1(Γ), (6.5.1)

where Mk(G) (resp. M !
k(G)) denotes the space of holomorphic (resp. weakly

holomorphic) modular forms of weight k on G ⊆ SL2(Z). We have

1

12
[SL2(Z) : Γ] = 15,
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so once (6.5.1) is established it suffices to check that the first 16 coefficients

of η(z)L(z) and η(z)R(z) agree. A computation shows that the Fourier

expansion of each function begins

2√
5

(
β − α2β q2 − αβ2 q3 + β3 q5 − α2β q7

+ 2α2β q10 − α2β q12 − αβ2 q13 + 2αβ2 q15 + . . .
)
.

To prove (6.5.1), we first note that Theorem 5.1 of [G] shows that

η(25z)L(z) ∈ M !
1(Γ0(25) ∩ Γ1(5)); since η(z)/η(25z) ∈ M !

0(Γ0(25)) it fol-

lows that η(z)L(z) ∈M !
1(Γ). Suppose that γ = ( a bc d ) ∈ Γ, and let

γn :=

(
a nb

c/n d

)
.

Then ( n 0
0 1 ) γ = γn ( n 0

0 1 ). By a result of Biagioli [B, Proposition 2.5] we have

g(10z)
∣∣
0
γ = v14

η (γ10) g(10z) and h(10z)
∣∣
0
γ = v14

η (γ10)h(10z), (6.5.2)

where vη is the multiplier system for η(z) (see [B, (2.5)]). For d odd we have

v2
η(γ) = (−1)

d−1
2 ζ
−ac(d2−1)+d(b−c)
12 . (6.5.3)

We have η2(2z)
∣∣
1
γ = v2

η(γ2)η
2(2z) and η2(50z)

∣∣
1
γ = v2

η(γ50)η
2(50z). A com-

putation involving (6.5.3) shows that

v2
η(γ2)v14

η (γ10) = v2
η(γ50)v14

η (γ10) = 1.

It follows that η(z)R(z) ∈M !
1(Γ).

It remains to show that η(z)L(z) and η(z)R(z) are holomorphic at the

cusps. Using magma we compute a set of Γ-inequivalent cusp representatives:

{
∞, 0,

1

8
,

2

15
,

1

7
,

3

20
,

1

6
,

1

5
,

13

50
,

4

15
,

11

40
,

7

25
,

3

10
,

7

20
,

9

25
,

11

30
,

2

5
,

8

15
,

11

20
,

3

5
,

7

10
,

29

40
,

11

15
,

4

5

}
. (6.5.4)

Given a cusp a ∈ P1(Q) and a meromorphic modular form f of weight k

with Fourier expansion f(z) =
∑

n∈Q a(n)qn, the invariant order of f at a is
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defined as

ord(f,∞) := min{n : a(n) 6= 0},

ord(f, a) := ord(f
∣∣
k
γa,∞),

where γa ∈ SL2(Z) sends ∞ to a. For N ∈ N, we have the relation (see e.g.

[B, (1.7)])

ord(f(Nz), r
s
) =

(N, s)2

N
ord(f, Nr

s
). (6.5.5)

We extend this definition to functions f in the set

S := {M̃(a
5
, z), Ñ(a

5
, z) : a = 1, 2}

∪ {M̃(a, b, z), Ñ(a, b, z) : 0 ≤ a ≤ 4, 1 ≤ b ≤ 4}

by defining the orders of these functions at ∞ to be the orders of their

holomorphic parts at ∞ (see Section 6.2 and (2.1)–(2.4) of [G]); that is,

ord
(
M̃
(
a

5
, z
)
,∞
)

= ord
(
M̃(a, b, z),∞

)
:=

3a

10

(
1− a

5

)
− 1

24
, (6.5.6)

ord
(
Ñ
(
a

5
, z
)
,∞
)

:= − 1

24
, (6.5.7)

ord
(
Ñ(a, b, z),∞

)
:=

b

5
k(b, 5)− 3b2

50
− 1

24
, (6.5.8)

where k(b, 5) = 1 if b ∈ {1, 2} and 2 if b ∈ {3, 4}. Lastly, for f ∈ S we define

ord (f, a) := ord(f
∣∣
1
2

γa,∞). (6.5.9)

This is well-defined since S is closed (up to multiplication by roots of unity)

under the action of SL2(Z). By this same fact we have

min
cusps a

ord
(
Ñ(a

5
, z), a

)
≥ min

f∈S
ord(f,∞) = − 1

24
, (6.5.10)

from which it follows that

ord
(
η(z)Ñ(a

5
, z), a

)
≥ 0 for all a.
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To determine the order of η(z)M̃(a
5
, 25z) at the cusps of Γ, we write

η(z)M̃(a
5
, 25z) =

η(z)

η(25z)
m(25z), where m(z) = η(z)M̃(a

5
, z).

The cusps of Γ0(25) are ∞ and r
5
, 0 ≤ r ≤ 4. By (6.5.5) the function

η(z)/η(25z) is holomorphic at every cusp except for those which are Γ0(25)-

equivalent to ∞ (the latter are 13
50

, 7
25

, and 9
25

in (6.5.4)); there we have

ord(η(z)/η(25z),∞) = −1. Since M̃(a
5
, z) also satisfies (6.5.10), it suffices to

check 13
50

, 7
25

, and 9
25

. By (6.5.5), [G, Theorems 3.1 and 3.2], the fact that

( 13 6
2 1 ) = T 6S−1T−2S, and (6.1.1), we have

ord
(
m(25z),

13

50

)
= 25 ord

(
m(z),

13

2

)
= 25

(
1

24
+ ord

(
M̃(3a mod 5, a, z),∞

))
=

9 if a = 1,

6 if a = 2.

A similar computation shows that ord(m(25z), 7
25

), ord(m(25z), 9
25

) ≥ 4. Since

L(z) is holomorphic on H, we have, for each cusp a, the inequality

ord(η(z)L(z), a) ≥

min
{

ord (η(z)f(z), a) : f(z) = Ñ(1
5
, z), M̃(1

5
, 25z), M̃(2

5
, 25z)

}
≥ 0.

We turn to η(z)R(z). For this we require Theorem 3.3 of [B]:

ord(g, r
s
) =


11

60
if 5 | s and r ≡ ±2 (mod 5),

− 1

60
otherwise,

(6.5.11)

ord(h, r
s
) =


11

60
if 5 | s and r ≡ ±1 (mod 5),

− 1

60
otherwise.

(6.5.12)

Here we have corrected a typo in (3.2) of [B] (see (2.9) and Lemma 3.2 of

that paper). By (6.5.5), (6.5.11), and (6.5.12) we have

ord
(
η(z)R(z), r

s

)
≥ − (10, s)2

600
+ min

{
1

24
+

(50, s)2 − (25, s)2

600
,

(2, s)2

24

}
.

Since the latter expression is nonnegative for all s | 50, it follows that η(z)R(z)

is holomorphic at the cusps. This completes the proof.
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[BS] A. R. Booker and A. Strömbergsson. Numerical computations with
the trace formula and the Selberg eigenvalue conjecture. J. Reine
Angew. Math., 607:113–161, 2007.
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133(3):643–645 (electronic), 2005.

[Wa] G. N. Watson. The Mock Theta Functions (2). Proc. London Math.
Soc., S2-42(1):274.

[W] A. Weil. On some exponential sums. Proc. Nat. Acad. Sci. U. S. A.,
34:204–207, 1948.

[Wh] A. L. Whiteman. A sum connected with the series for the partition
function. Pacific J. Math., 6:159–176, 1956.

[Z1] D. Zagier. Traces of singular moduli. In Motives, polylogarithms and
Hodge theory, Part I (Irvine, CA, 1998), volume 3 of Int. Press Lect.
Ser., pages 211–244. Int. Press, Somerville, MA, 2002.

[Z2] D. Zagier. Ramanujan’s mock theta functions and their applications
(d’après Zwegers and Bringmann-Ono). Astérisque, (326):Exp. No. 986,
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