
The values of a quadratic form at square-free
points

R. C. Baker

§1 Introduction

Let f(x) = f(x1, . . . , xn) =
n∑

i,j=1

aijxixj (aij = aji ∈ Z) be a nonsingular

quadratic form, n ≥ 3. Let M = [aij], D = detM . We are interested in the
distribution of square-free solutions x in Zn of

(1.1) f(x) = m

for a given m. More precisely, let

πx = x1 . . . xn.

Define

(1.2) µ(x) = 0 if πx = 0, µ(x) = µ(|x1|) . . . µ(|xn|) if πx 6= 0.

A square-free solution of (1.1) is a solution having µ(x) 6= 0. We assume,
without loss of generality, that m ≥ 0.

Until now, this question has only been investigated for positive-definite
f . In this case, let R(m) denote the total number of square-free solutions
of (1.1). Estermann [8] gave an asymptotic formula for R(m) in the case
f(x) = x2

1 + · · · + x2
n, n ≥ 5. Later, Podsypanin [13] extended this to all

positive-definite forms f with n ≥ 4. (For the literature from [8] to [13], see
[13].) In the present paper, f may be indefinite, and m = 0 in some results.

We note two obvious necessary conditions for a nonempty set of square-
free solutions of (1.1).
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(A) The equation (1.1) has a real solution x 6= 0.

(B) The congruence

(1.3) f(x) ≡ m (mod (2D)5)

has a solution x with

(1.4) p2 - x1, . . . , p
2 - xn for each prime p |2D.

We always assume that condition A is satisfied. Condition B appears in
Theorem 5.

Podsypanin uses a modified version of Kloosterman’s refinement [11] of
the Hardy-Littlewood circle method. In the present paper, we use the new
form of the circle method due to Heath-Brown [9], and we also deduce one
result (Theorem 4) from the work of Duke [6]. Heath-Brown obtains asymp-
totic formulae for the weighted sum

N(F,w) =
∑

F (x)=0

w
(x

P

)
,

where we write
F = f −m.

His results cover n ≥ 4, m arbitrary, and n = 3, m = 0. The weight function
w is assumed in [9] to be infinitely differentiable, with compact support not
containing 0. The corresponding object of study here is

R(F,w) =
∑

F (x)=0

µ2(x)w
(x

P

)
.

where x runs over the solutions of (1.1) in Zn. For simplicity, we restrict w
a little further, assuming that w ≥ 0, that w(x) > 0 for some real solution
x 6= 0 of (1.1), and that w(x) = 0 whenever πx = 0.

As in [9], we write

G = f − 1 if m 6= 0; G = f if m = 0.

The singular integral for both N(F,w) and R(F,w) is

σ∞(G,w) = lim
β→0+

1

2β

∫
|G(x)|≤β

w(x)dx.
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The limit exists and is positive ([9, Theorem 3]). For n = 3, we shall also
need

σ∞(G) = lim
β→0+

1

2β

∫
|G(x)|≤β

dx.

Turning to the singular series, this naturally has a different form for
N(F,w) and R(F,w). Let

M(pν) = #{x (mod pν) : F (x) ≡ 0 (mod pν)},

for a prime power pν . For ν ≥ 2, let

(1.5) M ′(pν) = #{x (mod pν) : F (x) ≡ 0 (mod pν), p2 - x1, . . . , p
2 - xn}.

The relevant ‘densities’ in [9], [5], [6] are the numbers

σp = lim
ν→∞

M(pν)

pν(n−1)
,

whereas in the present paper we are concerned with the densities

(1.6) ρp = lim
ν→∞

M ′(pν)

pν(n−1)
.

Both limits σp and ρp exist, and we shall see that ρp > 0 for each p when
condition B is satisfied.

For N(F,w), the singular series is

σ(F ) =
∏
p

σp

if n ≥ 5 or n = 4, m 6= 0. For n = 4, m = 0, D a non-square, the singular
series is

σ∗(F ) =
∏
p

(
1− χ(p)

p

)
σp.

Here the character χ is the Jacobi symbol
(
D
·

)
. For n = 3, f positive-definite,

the singular series is

σ∗(F ) =
∏
p

(
1− χ∗(p)

p

)
σp.
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Here χ∗(·) =
(
−Dm
·

)
.

For R(F,w), the singular series is

ρ(F ) =
∏
p

ρp

if n ≥ 5 or n = 4, m 6= 0;

ρ∗(F ) =
∏
p

(
1− χ(p)

p

)
ρp

for n = 4, m = 0. For n = 3, f positive-definite, the singular series for R(m)
is

ρ∗(F ) =
∏
p

(
1− χ∗(p)

p

)
ρp.

Convergence of the infinite products is covered in §5.
We state Heath-Brown’s and Duke’s results alongside those obtained for

R(F,w), R(m). We make the convention that P → ∞ if we have m = 0,
while if m > 0, we let m tend to infinity and take P = m1/2.

For n ≥ 4, m 6= 0, we have [9]

N(F,w) = σ∞(G,w)σ(F )mn/2−1 +O(m(n−1)/4+ε).

Our convention for implied constants whose dependence is not given explicitly
is that they may depend on f , w and ε. As usual, ε denotes any sufficiently
small positive number. We also introduce a small positive constant γ = γ(n).

Theorem 1 Let n ≥ 4, m 6= 0. Then

R(F,w) = σ∞(G,w)ρ(F )mn/2−1 +O(m(n−γ)/2−1).

Now let n ≥ 5, m = 0. Then [9]

N(F,w) = σ∞(F,w)σ(F )P n−2 +O(P (n−1+δ)/2+ε),

where δ = 0 for n odd, δ = 1 for n even.

Theorem 2 Let n ≥ 5, m = 0. Then

R(F,w) = σ∞(F,w)ρ(F )P n−2 +O(P n−2−γ).
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Suppose that n = 4, m = 0 and D is a non-square. Then [9]

N(F,w) = σ∞(F,w)L(1, χ)σ∗(F )P 2 +O(P 3/2+ε).

Theorem 3 Let n = 4, m = 0 and suppose that D is not a square. Then

R(F,w) = σ∞(F,w)L(1, χ)ρ∗(F )P 2 +O(P 2−γ).

For n = 3, f positive-definite, let

r(f,m) = #{x ∈ Z3 : f(x) = m}.

Duke [5] shows that, for m square-free,

r(f,m) = σ∞(G)L(1, χ∗)σ∗(F )m1/2 +O(m1/2−1/28+ε).

(This is certainly not how he expresses the result, but see the introduction
to §7 below.)

Theorem 4 Let n = 3, let f be positive-definite and m square-free. Then

R(m) = σ∞(G)L(1, χ∗)ρ∗(F )m1/2 +O(m(1−γ)/2).

By imposing condition B, we get a dominant main term in our theorems.

Theorem 5 Suppose that condition B holds. Then in Theorems 1–4,

1� ρ(F ) ≤ σ(F )� 1 (n ≥ 5),(1.7)

m−ε � ρ(F ) ≤ σ(F )� mε (n = 4,m 6= 0),(1.8)

0 < ρ∗(F ) ≤ σ∗(F ) (n = 4),(1.9)

m−ε � ρ∗(F ) ≤ σ∗(F )� mε (n = 3).(1.10)

The plan of the paper is as follows. In §2 we prove an auxiliary bound
for ‘special’ solutions of (1.1). In §3, we describe Heath-Brown’s underlying
method and record some of his results for weighted exponential integrals.

(1.11) Iq,F,w(c) = Iq(c) =

∫
Rn
w(x)h

(
q

P
,
F (x)

P 2

)
eq(−c · x)dx,
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and exponential sums

(1.12) Sq,F (c) = Sq(c) =

q∑∗

a=1

∑
b (mod q)

eq(aF (b) + c · b).

The function h(x, y) will be described in §3. We write c·x for inner product in

Rn, and e(θ) = e2πiθ, eq(z) = e
(
z
q

)
. The sum

q∑∗

a=1

is restricted by (a, q) = 1.

In §4, we begin the proofs of Theorems 1–3. It becomes obvious that we
need results for the function Fd(x) := F (d2

1x1, . . . , d
2
nxn) when d has posi-

tive coordinates, µ(d) 6= 0. The corresponding weight function is wd(x) :=
w(d2

1x1, . . . , d
2
nxn), and we must give counterparts of Heath-Brown’s results

for

(1.13) Iq(d, c) := Iq,Fd,wd
(c), Sq(d, c) := Sq,Fd

(c).

In §5, we construct ρ(F ), ρ∗(F ) from the Sq(d, c), and prove essential
results about the singular series, including Theorem 5. In §6, we complete
the proofs of Theorems 1–3. In §7, we introduce some basic notions from
Siegel [14]. We then give the relatively straightforward deduction of Theorem
4 from a result of Duke [6].

I would like to thank the referee for detecting a number of errors and
infelicities in the previous version of the paper.

§2 A subset of solutions of (1.1)

Proposition 1 Suppose either that n ≥ 4, or that n = 3 and f is positive-
definite. Let 1 ≤ h ≤ P and fix i, 1 ≤ i ≤ n. The equation (1.1) has
O(P n−2+εh−1) solutions x in Zn for which

(2.1) |x| := max
j
|xj| ≤ P, xi 6= 0, xi ≡ 0 (mod h).

It is noteworthy that the proposition does not extend to n = 3, f indefi-
nite. For 1 ≤ h ≤ P , the equation

x2
1 − x2

2 + x2
3 = h2

has more than P solutions (x1, x1, h) satisfying (2.1).
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Lemma 1 Let A, k be nonzero integers. Let P > 1. The number of solutions
(x, y) ∈ Z2 of

(2.2) x2 + Ay2 = k , |(x, y)| ≤ P

is at most C(A, ε)P ε.

In the proof, implied constants depend at most on A, ε. We write d(`)
for the divisor function, and ω(`) for the number of distinct prime divisors
of `.

Proof. A preliminary transformation A = A′u2, y′ = uy enables us to
assume that A is square-free. A simple divisor argument permits us to restrict
attention to coprime x, y.

If A = −1, then x−y and x+y are divisors of k. Clearly there are O(P ε)
possibilities for x, y.

Now assume that A 6= −1. The quadratic form x2
1 +Ax2

2 has discriminant
d = −4A. Note that d is not a square, since if−A is at least 2 and square-free,
then −4A is not a square.

Consider a solution of (2.2) with coprime x, y. By Theorem 2.1 of Landau
[12], the integers r, s and ` may be chosen in exactly one way so that

(i) xs− yr = 1;

(ii) `2 ≡ d (mod 4k), 0 ≤ ` < 2k;

(iii) we have

x2
1 + Ax2

2 = ky2
1 + `y1y2 +my2

2

with m = (`2 − d)/4k, under the change of variables[
x1

x2

]
=

[
x r
y s

] [
y1

y2

]
.

There are O(P ε) possibilities for ` as x, y vary. To see this, factor 4k into
prime powers,

4k = pm1
1 . . . pmrr .

The congruence

(2.3) `2 ≡ d (mod p
mj
j )
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yields

` = phj `
′, pj - `′, p

min(2h,mj)
j | d.

If mj ≤ 2h, then p
mj
j | d and (2.3) has at most d solutions. Otherwise,

`
′2 ≡ dp−2h

j (mod p
mj−2h
j ).

For each h, there are at most 4 possibilities for `′ (mod p
mj−2h
j ) ([12], The-

orem 87). Hence there are most 4phj possibilities for ` (mod p
mj
j ); overall,

there are at most
4
∑
p2hj | d

phj ≤ 8d

such `. Since k = O(P 2), we conclude that there are at most

(8d)ω(4k) = O(P ε)

possibilities for ` (mod k), giving the desired result since 0 ≤ ` < 2k.
It now suffices to show that once ` is fixed, satisfying (ii), there are

O(logP ) coprime x, y satisfying (i), (iii). We may restrict attention to x, y
with

x > 0, y > 0.

Take a fixed coprime pair x0 ≥ 0, y0 ≥ 0 (which we may assume exists) with
the property that x2

1 +Ax2
2 goes into ky2

1 + `y1y2 +my2
2 under the change of

variables with matrix

[
x0 r0

y0 s0

]
. By following the argument on pp. 184–5 of

[11], we arrive at the representation

x =
t

2
x0 − Auy0 , y = ux0 +

ty0

2
,

for some integers t and u satisfying Pell’s equation

(2.4) t2 − du2 = 4.

Since there are O(1) possible t, u if d < 0, we now suppose that d > 0.
Theorem 111 of [12] provides an integer pair g1 > 0, g2 > 0 such that the
formula

t+ u
√
d

2
= ±

(
g1 + g2

√
d

2

)r

(r ∈ Z)
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yields all solutions of (2.4). Moreover,

2x+
√
d y = (2x0 +

√
d y0)

(
g1 + g2

√
d

2

)r

,

by the argument on p. 186 of [12]. This implies

1�

(
g1 + g2

√
d

2

)r

� P.

There are O(logP ) possible r, and the lemma follows.

Proof of Proposition 1. Suppose for example that i = 1. We first show that
there is a nonsingular linear change of variables with rational coefficients
(briefly, a change of variables),

x = (x1, x2, . . . , xn)→ z = (x1, z1, . . . , zn−1)

such that

z ∈ Zn whenever x ∈ Zn,(2.5)

kf(x1, . . . , xn) = cx2
1 + x1

∑
2<j<n

bjzj + z2
1 + A2z

2
2 + A3z

2
3 + · · ·+ An−1z

2
n−1,

(2.6)

k, c, bj, Aj are integers, k 6= 0, and A2 6= 0.(2.7)

Let B be the matrix obtained from M by deleting the first row and
column. The rank r of B satisfies n − 2 ≤ r ≤ n − 1. In fact, r = 2 in the
case n = 3, f positive-definite. For then r is the rank of the positive-definite
binary form f(0, x2, x3). By a standard result ([3, p. 392]), a change of
variables (x2, . . . , xn)→ (y1, . . . , yn−1) gives

f(0, x2, . . . , xn) = c1y
2
1 + · · ·+ cry

2
r ,

with c1 . . . cr 6= 0. Now

f(x1, . . . , xn) = a11x
2
1 + 2x1(a12x2 + · · ·+ a1nxn) + c1y

2
1 + · · ·+ cry

2
r

= a11x
2
1 + x1(d1y1 + · · ·+ dn−1yn−1) + c1y

2
1 + · · ·+ cry

2
r
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for certain rationals d1, . . . , dn−1. For a suitable positive integer q, the further
change of variables

wj = q

(
yj +

bjx1

2cj

)
(j = 1, 2), wj = qyj (j > 2)

produces a change of variables (x1, . . . , xn) → (x1, w1, . . . , wn−1) with the
property (2.5), such that

(2.8) f(x1, . . . , xn) = gx2
1 + x1

∑
2<j<n

hjwj + u1w
2
1 + u2w

2
2 + · · ·+ urw

2
r

with u1u2 6= 0. We multiply f by a nonzero integer k to produce (i) integer
coefficients gk, h1k, . . . , hn−1k, u1k, . . . , urk; (ii) u1k = s2 for some positive
integer s. A final change of variables

z1 = sw1 , zj = wj (j > 1)

does not disturb the property (2.5), and yields (2.6), (2.7).
It now suffices to show that the equation

(2.9) cx2
1 + x1

∑
2<j<n

bjzj + z2
1 + A2z

2
2 + · · ·+ An−1z

2
n−1 = km

has O(P n−2+εh−1) solutions with

|(x1, z1, . . . , zn−1)| � P, x1 6= 0, h | x1.

If n = 3, then x1 determines z1 and z2 to within O(P ε) possibilities. This
follows from Lemma 1 if cx2

1 < km, and from the positive-definiteness of f
(which implies A2 > 0) otherwise.

If n ≥ 4, considerations of rank imply that either b3 6= 0 or A3 6= 0. We
can give a satisfactory bound for the solutions not satisfying

(2.10) cx2
1 + x1

∑
2<j<n

bjzj + A3z
2
3 + · · ·+ An−1z

2
n−1 = km

using Lemma 1. For the remaining solutions, z3 is determined via (2.10) to
within 2 possibilities once zj (3 < j < n) and x1 are given. Thus there are
O(P n−3h−1) possible z3, . . . , zn−1, x1. Since z2

1 + Dz2
2 = 0, there are O(P )

possible z1, z2. This completes the proof.
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§3 Heath-Brown’s form of the circle method

Heath-Brown begins with a formula due essentially to Duke, Friedlander and
Iwaniec [7]. Let

δn =

{
1, n = 0

0, n 6= 0.

Let ω(x) be a suitable non-negative smooth function with support in
(

1
2
, 1
)
.

For x > 0, y real, let

h(x, y) =
∑
j

1

xj
(ω(xj)− ω(|y|/xj)) .

Then for any Q > 1, we have

(3.1) δn = cQQ
−2

∞∑
q=1

q∑∗

a=1

eq(an)h

(
q

Q
,
n

Q2

)
.

The constant cQ satisfies

(3.2) cQ = 1 +ON(Q−N)

for any N > 0. Moreover, h(x, y) is nonzero only for x ≤ max(1, 2 |y|). See
[9], Theorem 1.

Now let F = f −m. We may write

(3.3) N(F,w) =
∑
x∈Zn

w
(x

P

)
δF (x).

Heath-Brown uses (3.1) and the Poisson summation formula to rewrite the
right-hand side of (3.3). In the present context, one chooses Q = P , and the
result is

(3.4) N(F,w) = cPP
−2
∑
c∈Zn

∞∑
q=1

q−nSq(c)Iq(c)

([9, Theorem 2]).
We now quote some of the key lemmas of [9].
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Lemma 2 ([9, Lemma 13]). Let N ≥ 1. For q < P ,

Iq(0) = P n{σ∞(G,w) +Of,w,N((q/P )N)}.

Lemma 3 ([9, Lemma 16]). We have

∂

∂qj
Iq(0)� P nq−j (j = 0, 1).

Lemma 4 ([9, Lemma 19]). Let N ≥ 1. For c 6= 0,

Iq(c)�f,w,N P n+1q−1|c|−N .

Lemma 5 ([9, Lemma 22]). For c 6= 0,

Iq(c)� P n

(
P 2|c|
q2

)ε(
P |c|
q

)1−n/2

.

In the case m = 0, the same bound applies to q ∂
∂q
Iq(c).

In the following lemma, F may be any polynomial in Z[X1, . . . , Xn].

Lemma 6 ([9, Lemma 23]). If (u, v) = 1, then

(3.5) Suv(c) = Su(v̄c)Sv(ūc),

where uū ≡ 1 (mod v), vv̄ ≡ 1 (mod u).

Lemma 7 We have

(3.6) |Sq(c)|2 ≤ qn+2
∑

u (mod q)
q |∇F (u)

1

where

∇F (x) =

(
∂F

∂x1

, . . . ,
∂F

∂xn

)
.

(We use the abbreviation q |a, or a ≡ 0 (mod q), for q |aj (1 ≤ j ≤ n).)

The inequality (3.6) is proved just before Lemma 25 in [9].

When referring to a specific point y, we abuse notation slightly by writing
∂F
∂yi

for the value of the i-th component of ∇F at y.

We denote by M−1(x) the quadratic form whose matrix is M−1. When
p - 2D, we may think of M−1(x) as being defined modulo p.
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Lemma 8 ([9, Lemma 26]). Let p - 2D. We have

Sp(c)� p(n+1)/2

except when n is even and p divides both m and M−1(c). When n is even,
we have

(3.7) Sp(c) = −
(

(−1)n/2D

p

)
pn/2

if p divides exactly one of m, M−1(c), and

(3.8) Sp(c) = (p− 1)

(
(−1)n/2D

p

)
pn/2

if p divides both m and M−1(c).

When n is odd, we have

(3.9) Sp(c) =

(
(−1)(n−1)/2Dm

p

)
p(n+1)/2

if p |M−1(c), and

(3.10) Sp(c) =

(
(−1)(n−1)/2DM−1(c)

p

)
p(n+1)/2

if p |m.

§4 First steps of the proofs of Theorems 1–3

We add some further notations to those already adopted. We reserve the
symbols d = (d1, . . . , dn), t for square-free points with positive coordinates.
We write

d | q if dj | q (1 ≤ j ≤ n),

and
pν ‖a if pν |a , pν+1 - aj for some j.

In the proof of Lemma 10, (a, b, c) denotes the g.c.d. of a, b, c.

13



With this notation, we have

R(F,w) =
∑

y
F (y)=0

∑
d

d2i | yi

µ(d)w
(y

P

)
.

Writing y = (d2
1x1, . . . , d

2
nxn) and interchanging summations,

(4.1) R(F,w) =
∑

d

µ(d)
∑

x
Fd(x)=0

wd

(x

P

)
.

The outer sum is actually finite, since

wd

(x

P

)
= 0 unless |d| � P 1/2.

We now rewrite (4.1) in the form

(4.2) R(F,w) =
∑

d
πd≤P 2nγ

µ(d)
∑

x
Fd(x)=0

wd

(x

P

)
+

n∑
j=1

Sj

with ‘small’ S1, . . . , Sn. For any d with πd > P 2nγ, we write jd for the least
integer j with dj > P 2γ. Now let

Sj =
∑

dj>P 2γ

Sj(dj)

where
Sj(dj) =

∑
d1,...,dj−1,dj+1,...,dn

πd>P
2nγ

jd=j

µ(d)
∑

Fd(x)=0

wd

(x

P

)
.

We treat each Sj in the same way. Taking j = 1, we collect terms for
which (d2

2x2, . . . , d
2
nxn) takes a fixed value (y2, . . . , yn). For a given value of

d1,

S1(d1)� P ε
∑

x1,y2,...,yn
(4.3)

1,

where the last summation extends over values with

(4.3) x1 6= 0, F (d2
1x1, y2, . . . , yn) = 0, |(d2

1x1, y2, . . . , yn)| � P.
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An application of Proposition 1 yields

(4.4) S1 �
∑

d1>P 2γ

P n−2+ε

d2
1

.

We conclude that

(4.5)
n∑
j=1

Sj � P n−2−γ.

We now combine (4.2), (4.5) with an application of (3.4) for every pair
F = Fd, w = wd with πd ≤ P 2nγ. This yields
(4.6)

R(F,w) = cPP
−2

∑
d

πd≤P 2nγ

µ(d)
∑

c

∞∑
q=1

q−nSq(d, c)Iq(d, c) +O(P n−2−γ).

We must now bring dependence on d into the arguments of [9]. This is easy
for Iq(d, c). We have

Iq(d, c) =

∫
Rn
w

(
d2

1x1

P
, . . . ,

d2
nxn
P

)
h

(
q

P
,
F (d2

1x1, . . . , d
2
nxn)

P 2

)
eq(−c · x)dx.

We obtain

(4.7) Iq(d, c) =
1

π2
d

Iq

(
c1

d2
1

, . . . ,
cn
d2
n

)
on substituting (y1, . . . , yn) = (d2

1x1, . . . , d
2
nxn).

From (4.7) and Lemmas 2–5,

(4.8) Iq(d,0) =
P n

π2
d

{
σ∞(G,w) +Of,w,N

(( q
P

)N)}
for q < P ,

∂

∂qj
Iq(d,0)� P n

π2
d

q−j (j = 0, 1),(4.9)

Iq(d, c)�f,w,N π2N
d P n+1q−1|c|−N (c 6= 0),(4.10)

Iq(d, c)� P n

(
P 2 |c|
q2

)ε
πnd

(
P |c|
q

)1−n/2

(c 6= 0)(4.11)
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and

q
∂

∂q
Iq(d, c)� P n

(
P 2|c|
q2

)ε
πnd

(
P |c|
q

)1−n/2

(c 6= 0,m = 0).(4.12)

(Since we do not aim for a particularly good value of γ, we are not economical
with powers of πd.)

We now turn to Sq(d, c). We adapt the arguments of [9], §11.

Lemma 9 We have

Sq(d, c)� q1+n/2(d2
1, q) . . . (d

2
n, q).

Proof. This is an application of Lemma 7. We note that

∇Fd(u) = 2(d2
1L1(u(d)), . . . , d2

nLn(u(d)))

where

Lj(x) =
n∑
j=1

aijxj , u(d) = (d2
1u1, . . . , d

2
nun).

Let u be a solution of

(4.13) ∇Fd(u) ≡ 0 (mod q).

There are O((d2
1, q) . . . (d

2
n, q)) possibilities for v, where

(4.14) v = (L1(u(d)), . . . , Ln(u(d))).

For a fixed v, multiply the equation (between column vectors)

Mu(d) = v

by the adjoint of M . This gives

Du(d) = (adjM)v.

It follows that there are O(1) possible u(d) associated with v in (4.14), and
there are accordinglyO((d2

1, q) . . . (d
2
n, q)) possibilities for u associated with v.

Hence (4.13) has O((d2
1, q)

2 . . . (d2
n, q)

2) solutions u (mod q). An application
of (3.6) completes the proof.
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Lemma 10 For X > 1, we have

(4.15)
∑
q≤X

|Sq(d, c)| � π2
dX

(3+n)/2+ε(m+ |c|+ 1)ε

except when n is even and m = M−1(c) = 0, in which case we have

(4.16)
∑
q≤X

|Sq(d, c)| � π2
dX

(4+n)/2.

Proof. We write q = uv where

u =
∏
p ‖ q
p-πd

p , v =
∏
pν‖q
p |πd

pν
∏
pν ‖ q
ν≥2
p-πd

pν .

Thus (u, v) = 1. Lemmas 6 and 9 yield

(4.17) Sv(d, c)� v1+n/2(d2
1, v) . . . (d2

n, v) |Su(d, v̄c)|.

Moreover,

(4.18) Su(d, v̄c)� Cω(u)u(n+1)/2(u,m,M−1(c))λ

from Lemma 8, where C is a constant and

λ =


1
2

if n is even

0 if n is odd.

Combining (4.17), (4.18),

Sq(d, c)� π2
dv

1+n/2u(n+1)/2+ε(u,m,M−1(c))λ.

As pointed out on p. 193 of [9],∑
u≤U

(u, k) ≤ Ud(k)

for any integer k 6= 0. The relevant value of k is O(m + |c|2). Thus, unless
n is even and m = M−1(c) = 0,∑

q≤X

|Sq(d, c)| � π2
dX

(1+n)/2+ε
∑
v≤X

v1/2
∑
u≤X/v

uε(u,m,M−1(c))

� π2
dX

(3+n)/2+2ε(m+ |c|+ 1)ε
∑
v≤X

v−1/2

17



where v runs over numbers av′, a|πd, v′ square-full. It is easy to see that∑
v≤X

v−1/2 � Xε,

and (4.15) follows. As for (4.16), this is an immediate consequence of Lemma
9.

We now focus on the case treated in Theorem 3 and suppose thatM−1(c) =
0. The series

ζ(s,d, c) :=
∞∑
q=1

q−sSq(d, c)

converges absolutely for Re s := σ > 4, and

ζ(s,d, c) =
∏
p

∞∑
ν=0

p−sνSpν (d, c)

[9, pp. 193–195]. We see from [9, p. 195] that the individual factors satisfy

(4.19) (1− χ(p)p3−s)

(
1 +

∞∑
ν=1

p−sνSpν (d, c)

)
= 1 +O(p−1−ε) (p - πd)

in the larger half-plane σ ≥ 7
2

+ ε. Here of course we use(
Dπ4

d

p

)
=

(
D

p

)
= χ(p).

We need a corresponding bound for divisors p of πd. For σ ≥ 7
2

+ ε,
Lemma 9 yields

(1− χ(p)p3−s)

(
1 +

∑
ν≥1

p−sνSpν (d, c)

)

� 1 +
∑
ν≥1

p−(1/2+ε)ν(d2
1, p

ν) . . . (d2
4, p

ν)

� (d2
1, p

2) . . . (d2
4, p

2),

giving

(4.20)
∏
p |πd

max

(
1,

∣∣∣∣∣(1− χ(p)p3−s)

(
1 +

∞∑
ν=1

p−sνSpν (d, c)

)∣∣∣∣∣
)
� π2+ε

d .

18



Combining this with (4.19), we obtain a d-dependent version of a portion of
[9], Lemma 29.

Lemma 11 Make the hypotheses of Theorem 3 and suppose that M−1(c) =
0. Then ζ(s,d, c) has an analytic continuation to the region σ > 7

2
, and

ζ(s,d, c) = L(s− 3, χ)ν(s,d, s),

with

ν(s,d, c) =
∏
p

(1− χ(p)p3−s)

(
1 +

∞∑
ν=1

p−sνSpν (d, c)

)

� π2+ε
d

(
σ ≥ 7

2
+ ε

)
.

For n = 3, f positive-definite, m square-free, we write

ζ(s,d) =
∞∑
q=1

q−sSq(d,0) (σ > 3).

Lemma 12 Make the hypothesis of Theorem 4. The Dirichlet series ζ(s,d)
converges absolutely for σ > 3, and

ζ(s,d) =
∏
p

∞∑
ν=0

p−sνSpν (d,0).

We have

(4.21)
∞∑
ν=0

p−sνSpν (d,0) = 1 + χ∗(p)p2−s +O(p−1−ε)

for p - 2Dπd, σ ≥ 5
2

+ ε.

The function ζ(s,d) has an analytic continuation to σ > 5/2, and

ζ(s,d) = L(s− 2, χ∗)ν(s,d),

with

ν(s,d) =
∏
p

(1− χ∗(p)p2−s)

(
1 +

∞∑
ν=1

p−sνSpν (d,0)

)

� π2+ε
d

(
σ ≥ 5

2
+ ε

)
.
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Proof. From (3.9),

Sp(d,0) = χ∗(p)p2 (p - 2Dπd).

We can deduce the value of Spν (d,0) for ν ≥ 2 from Hilfssatze 12, 13 and 16
of Siegel [14], if we recall the formula

M(pN)

pN(n−1)
=

N∑
ν=0

p−nνSpν (0)

(compare (5.12) below). We obtain

(4.22) Spν (d,0) = 0 (ν ≥ 2, p - 2Dπd, p - m),

(whether or not m is square-free). If p ‖m, p - 2Dπd, then

(4.23) Spν (d,0) =

{
−p4 (ν = 2)

0 (ν ≥ 3).

Alternatively, (4.22), (4.23) can be deduced from [9], Lemma 24.
We conclude that (4.21) holds for p - 2Dπd, σ ≥ 5/2 + ε. Consequently,

∏
p-2Dπd

max

(
1,

∣∣∣∣∣(1− χ∗(p)p2−s)(1 +
∞∑
ν=1

p−sνSpν (d,0)

)∣∣∣∣∣
)

(4.24)

� 1

(
σ ≥ 5

2
+ ε

)
.

On the other hand, by a variant of the argument leading to (4.20),

∏
p | 2Dπd

max

(
1,

∣∣∣∣∣(1− χ∗(p)p2−s)

(
1 +

∞∑
ν=1

p−sνSpν (d,0)

)∣∣∣∣∣
)

(4.25)

� π2+ε
d

(
σ ≥ 5

2
+ ε

)
.

The lemma follows at once from (4.24), (4.25).
We shall make several applications of a ‘Perron formula.’
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Lemma 13 Let K, b, c be positive constants and λ a real constant, λ + c >
1 + b. Let a1, a2, . . . be complex numbers,

|a`| ≤ K`b.

Define

h(s) =
∞∑
`=1

a`
`s

(σ > 1 + b).

Let x > 1, T > 1, x− 1/2 ∈ Z. Then

(4.26)
∑
`≤x

a`
`λ
− 1

2πi

∫ c+iT

c−iT
h(s+ λ)

xs

s
ds = O

(
Kxc

T

)
.

Implied constants in Lemma 13 and its proof depend only on λ+ c− b.

Proof. By the proof of Lemma 3.12 of [15], the left-hand side of (4.26) is

� xc

T

∞∑
`=1

|a`|
`λ+c| log x

`
|
� Kxc

T
S,

where

S =
∞∑
`=1

1

`λ+c−b| log x
`
|
.

Separating S into contributions from ` /∈
(
x
2
, 2x
)
, ` ∈

(
x
2
, 2x
)

as in [15], we
obtain

S �
∞∑
`=1

1

`λ+c−b + x−λ−c+b
∑

1≤|r|<2x

x

|r|

� 1 + x1+b−λ−c log x� 1.

The lemma follows at once.

Lemma 14 Make the hypothesis of Theorem 3. For X > 1, we have

(4.27)
∑
q≤X

Sq(d, c) = O(π2+ε
d X7/2+ε),
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and

(4.28)
∑
q≤X

q−4Sq(d,0) = ζ(4,d,0) +O(π2+ε
d X−1/2+ε).

In particular,
∞∑
q=1

q−4Sq(d,0) = ζ(4,d,0).

Proof. For (4.27), we apply Lemma 13 with a` = S`(d, c), b = 3, λ = 0,
x = [X] + 1/2, T = x10. According to Lemma 9, we may take K � π2

d. Now

∑
q≤X

Sq(d, c) =
1

2πi

∫ 5+iT

5−iT
ζ(s,d, c)

xs

s
ds+O(π2

dX
−1).

We move the line of integration back to

Re s =
7

2
+ ε.

On the segments
[

7
2

+ ε, 5
]
± iT , we have

L(s− 3, χ)� T 1/2,

while
ν(s,d, c)xs

s
� π2+ε

d T−1/2

from Lemma 11. Thus these segments contribute O(π2+ε
d ). Moreover,∫ T

−T

∣∣∣∣ζ (7

2
+ ε+ it, d, c

)∣∣∣∣ dt

1 + |t|
� π2+ε

d log T

from the mean value estimate∫ U

0

|L(σ + it, χ)|2dt�D,σ U

(
1

2
< σ < 1

)
.

Hence the segment
[

7
2

+ ε− iT, 7
2

+ ε+ iT
]

contributesO
(
π2+ε

d X
7
2

+2ε
)

, prov-

ing (4.27).

22



Turning to (4.28), we choose a`, b, x, T as before, but now λ = 4, c = 1.
This leads to∑

q≤X

Sq(d,0)

q4
=

1

2πi

∫ 1+iT

1−iT
ζ(4 + s,d,0)

xs

s
ds+O(π2

dX
−1).

We move the line of integration back to σ = −1
2
+ε. We estimate the integrals

along segments much as before, but now there is a contribution ζ(4,d,0) from
the pole at 0, and the outcome is (4.28).

Lemma 15 Under the hypotheses of Theorem 4, we have

(4.29)
∑
q≤X

q−3Sq(d,0) = ζ(3,d) +O(π2+ε
d X−1/2+ε).

for X > 1, and in particular

∞∑
q=1

q−3Sq(d,0) = ζ(3,d).

Proof. We apply Lemma 13 with a` = S`(d,0), b = 5
2
, λ = 3, c = 1,

x = [X] + 1/2, T = x10, K � π2
d. This gives∑

q≤X

q−3Sq(d,0) =
1

2πi

∫ 1+iT

1−iT
ζ(3 + s,d)

xs

s
ds+O

(
π2

d

X

)
.

We move the line of integration back to σ = −1
2

+ ε. The proof is completed
in the same way as the proof of (4.28), using Lemma 12 in place of Lemma
11.

§5 The singular series

The next three lemmas are valid for a general F in Z[X1, . . . , Xn]. Similar
results can be found in Baker and Brüdern [2], but some blemishes there have
been removed. We define M ′(pN), ρp and Sq(d,0) via (1.5), (1.6), (1.12) and
(1.13). Let

Bq(s) =
∑
d | q

µ(d)

πsd
Sq(d,0).
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Lemma 16 Let q ≥ 1, Re s > 1. The multiple series

(5.1)
∑

t

µ(t)

πst
Sq(t,0)

converges absolutely with sum

(5.2) Bq(s)ζ(s)−n
∏
p | q

(1− p−s)−n.

Proof. We rewrite the sum in (5.1) as

(5.3)
∑

t′
(πt′ ,q)=1

µ(t′)

πst′

∑
d | q

µ(d)

πsd
Sq(d,0) =

∑
t′

(πt′ ,q)=1

µ(t′)

πst′
Bq(s)

on expressing tj uniquely as tj = djt
′
j, dj | q, (t′j, q) = 1 and observing that

Sq(t,0) = Sq(d,0). The proof is now completed by observing that in (5.3),∑
t′

(πt′ ,q)=1

µ(t′)

πst′
=
∏
p - q

(1− p−s)n

= ζ(s)−n
∏
p | q

(1− p−s)−n.

A variant of this argument yields, for σ > 1,

(5.4)
∑

t

1

πσt
|Sq(t,0)| �σ

∑
d | q

1

πσd
|Sq(d,0)|.

Lemma 17 Bq(s) is multiplicative in q.

Proof. For (q, q′) = 1, we have

Bqq′(s) =
∑

d | q,d′| q′

µ(d)µ(d′)

πsdπ
s
d′

Sqq′(d
′′,0)

(where d′′j = djd
′
j)

=
∑

d | q,d′| q′

µ(d)µ(d′)

πsdπ
s
d′

Sq(d,0)Sq(d
′,0)

= Bq(s)Bq′(s).
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In the second equality, we use Lemma 6:

Sqq′(d
′′,0) = Sq(d

′′,0)Sq′(d
′′,0) = Sq(d,0)Sq′(d

′,0).

Lemma 18 Suppose that σ ≥ 1 + ε and

(5.5) T :=
∞∑
q=1

1

qn

∑
d | q

|Sq(d,0)|
πσd

<∞.

The multiple series

(5.6) S(s) =
∑
t,q

µ(t)

πstq
n
Sq(t,0)

converges absolutely, with |S(s)| � T and

(5.7) S(s) = ζ(s)−n
∏
p

(
1 + (1− p−s)−n

∑
ν≥1

p−nνBpν (s)

)
.

For s = 2, we have the further expression

(5.8) S(2) =
∏
p

ρp.

Proof. We appeal to (5.4) and (5.5) to obtain

∑
t,q

1

πσt q
n
|Sq(t,0)| �

∞∑
q=1

1

qn

∑
d | q

|Sq(d,0)|
πσd

= T,

proving the absolute convergence and |S(s)| � T . Now Lemma 16 gives

S(s) =
∞∑
q=1

1

qn

∑
t

µ(t)

πst
Sq(t,0)

= ζ(s)−n
∞∑
q=1

1

qn
Bq(s)

∏
p | q

(1− p−s)−n.

Given the absolute convergence in (5.5), a standard result on multiplicative
functions now yields (5.7).
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In order to deduce (5.8), it suffices to show that, for N ≥ 2,

(5.9) 1 + (1− p−2)−n
N∑
ν=1

p−nνBpν (2) = (1− p−2)−n
M ′(pN)

pN(n−1)
.

For later use, we note that the identity (5.9) does not depend on (5.5).
Moreover, for the limit relation

1 + (1− p−2)−n
∞∑
ν=1

p−nνBpν (2) = (1− p−2)−nρp,

we need only assume that

(5.10)
∞∑
ν=1

p−nν
∑
d | p

π−2
d |Spν (d,0)| <∞ for all p.

By the inclusion-exclusion principle,

M ′(pN) =
∑
d | p

µ(d)M(d, pN),

where

M(d, pN) = #{x (mod pN) : d2
j |xj (j = 1, . . . , n),

F (x) ≡ 0 (mod p)}.

We may write

(5.11) M(d, pN) =
1

π2
dp

N

pN∑
b=1

∑
x (mod pN )

e

(
bFd(x)

pN

)
.

because, in the sum (5.11), (d2
1x1, . . . , d

2
nxn) runs π2

d times over the vectors
y with d2

j | yj (j = 1, . . . , n). Now
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pN∑
b=1

∑
x (mod pN )

e

(
bFd(x)

pN

)
(5.12)

=
N∑
ν=0

pν∑∗

a=1

∑
x (mod pN )

e

(
apN−νFd(x)

pN

)

=
N∑
ν=0

pν∑∗

a=1

(pN−ν)n
∑

x (mod pν)

e

(
aFd(x)

pν

)
.

Using (5.11), (5.12), our expression for M ′(pN) becomes

M ′(pN) =
∑
d | p

µ(d)

π2
d

pN(n−1)

N∑
ν=0

p−nνSpν (d,0)

= pN(n−1)

∑
d | p

µ(d)

π2
d

+
∑
d | p

µ(d)

π2
d

N∑
ν=1

p−nνSpν (d,0)


= pN(n−1)

{(
1− 1

p2

)n
+

N∑
ν=1

p−nνBpν (2)

}
.

This proves (5.9), and the lemma follows.

We now revert to the special case F = f −m of §§1–4.

Lemma 19 Let σ ≥ 7
4

+ ε. Then for n ≥ 4,∑
ν≥2

p−nν
∑
d | p

π−σd |Spν (d,0)| � p−1−ε,(5.13)

p−n
∑
d | p

d6=(1,...,1)

π−σd |Sp(d,0)| � p−7/4.(5.14)

For n ≥ 5, or n = 4, p - m,

(5.15) 1 + (1− p−s)−n
∑
ν≥1

p−nνBpν (s) = 1 +O(p−1−ε).
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For n = 4, p |m,

(5.16) 1 + (1− p−s)−4
∑
ν≥1

p−4νBpν (s) = 1 +O(p−1)

and

(5.17)

(
1− χ(p)

p

)(
1 + (1− p−s)−4

∑
ν≥1

p−4νBpν (s)

)
= 1 +O(p−1−ε).

Proof. For d | p, Lemma 9 in conjunction with a trivial bound yields

p−nν |Spν (d,0)| � min(pν , p2n−ν(n2−1)).

Thus for p | 2D,

(5.18)
∑
ν≥1

p−nν
∑
d | p

π−σd |Spν (d,0)| � 1.

This implies (5.13)–(5.17).
Now suppose that p - 2D. Then for ν ≥ 2,

π−σd p−nνSpν (d,0)� π−σ+2
d p−ν(

n
2
−1)(5.19)

(Lemma 9)

� π
1/4−ε
d p−ν(

n
2
−1)

� pn/4−ν(
n
2
−1)−ε � p−ν/2−ε,

and (5.13) follows.
We now consider ν = 1. If d | p and πd ≥ p2, then trivially

π−σd p−nSp(d,0)� π
−7/4
d p� p−5/2.

If πd = p, then
π−σd p−nSp(d,0)� π−σd p−

n
2

+2 � p−7/4

by Lemma 9. This proves (5.14).
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Turning to (5.15)–(5.17), we need only consider the contribution to p−nBp(s)
from p−nSp(0). For n ≥ 5,

(5.20) p−nSp(0)� p1−n/2 � p−3/2

from Lemma 9. For n = 4, p - m, Lemma 8 gives

(5.21) p−4Sp(0)� p−3/2.

Combining (5.13), (5.14), (5.20), (5.21), we obtain (5.15). For n = 4, p |m,
we use (3.8), obtaining

1 + (1− p−s)−4

∞∑
ν=1

p−nνBpν (s) = 1 +
χ(p)

p
+O(p−1−ε),

which yields (5.16), (5.17) at once.

Lemma 20 Let σ ≥ 11
6

+ ε. Under the hypotheses of Theorem 4, we have∑
ν≥2

p−3ν
∑
d | p

π−σd |Spν (d,0)| � p−1−ε,(5.22)

p−3
∑
d | p

d6=(1,1,1)

π−σd |Sp(d,0)| � p−5/3.(5.23)

Moreover,

1 + (1− p−s)−3
∑
ν≥1

p−3νBpν (s) = 1 +O(p−1)(5.24)

and (
1− χ∗(p)

p

)(
1 + (1− p−s)−3

∑
ν≥1

p−3νBpν (s)

)
= 1 +O(p−1−ε).(5.25)

Proof. As in the preceding proof, we may suppose that p - 2D. For ν ≥ 3,
the first estimate in (5.19) yields

π−σd p−3νSpν (d,0)� π
1/6−ε
d p−ν/2

� p1/2−ε−ν/2,
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so that ∑
ν≥3

p−3ν
∑
d | p

π−σd |Spν (d,0)| � p−1−ε.

For ν = 1, 2 and πd ≥ p2, a trivial bound yields

π−σd p−3νSpν (d,0)� p−11/3+ν � p−5/3.

Next we show that

(5.26) π−σd p−3νSpν (d,0)� p−11/6

when ν = 1 or 2 and πd = p. Let Dj be the minor obtained by deleting row j
and column j from det[aij]. We have D1D2D3 6= 0, since f is positive-definite.
In proving (5.26), we may suppose that

p - D1D2D3.

Now suppose, for example, d = (p, 1, 1). Since

f ∗(x2, x3) := f(0, x2, x3)

is nonsingular (mod p),

Spν (d,0) = pνSpν ,f∗(0)� pνpν(2/2+1)

(Lemma 9) and
π−σd p−3νSpν (d,0)� p−σ � p−11/6.

Recalling (4.22), (4.23), we can deal with the case ν = 2, πd = 1. This
completes the proof of (5.22), (5.23). As in the preceding proof, but using
(3.9) in place of (3.8), (5.24) and (5.25) follow.

Lemma 21 For n ≥ 5 or n = 4, m 6= 0, the condition (5.5) holds for σ > 7
4
.

The product

ρ(F ) =
∏
p

ρp

converges, and for X > 1 we have

(5.27)
∑

t
πt≤X

µ(t)

π2
t

∞∑
q=1

Sq(t,0)

qn
= ρ(F ) +O

(
(1 +m)εX−

1
4

+ε
)
.
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Proof. By (5.15), (5.16),

∞∑
q=1

1

qn

∑
d | q

|Sq(d,0)|
πσd

=
∏
p

1 +
∑
ν≥1

p−nν
∑
d | p

1

πσd
|Spν (d,0)|


(5.28)

�


1 if n ≥ 5∏
p |m

(1 +O(p−1))� mε if n = 4, m 6= 0.

This shows that (5.5) holds. From Lemma 18, the series S(s) converges
absolutely for σ > 7/4, and (giving a wasteful estimate for n ≥ 5)

(5.29) S(s)� (1 +m)ε
(
σ ≥ 7

4
+ ε

)
.

To obtain (5.27), we apply Lemma 13, with

(5.30) a` =
∑

t
πt=`

µ(t)
∞∑
q=1

Sq(t,0)

qn
.

It follows from Lemma 10 that

(5.31) a` � (m+ 1)ε
∑
πt=`

π2
t � (m+ 1)ε`2+ε.

In Lemma 13, take λ = 2, b = 2 + ε, K � (m + 1)ε, c = 2, x = [X] + 1/2,
T = X3. We conclude that∑

t
πt≤X

µ(t)

π2
t

∞∑
q=1

Sq(t,0)

qn
=
∑
`≤X

a`
`2

=
1

2πi

∫ 2+iT

2−iT
S(2 + s)

xs

s
ds+O((m+ 1)εX−1).

We move the line of integration back to

Re s = −1

4
+ ε.
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The contribution from the pole at 0 is

S(2) = ρ(F ),

from (5.8). Taking (5.29) into account, the contribution from the horizontal
segments isO((1+m)εX−1). The vertical segment

[
−1

4
+ ε− iT,−1

4
+ ε+ iT

]
contributes

O((1 +m)εX−1/4+2ε)

from (5.29) and the estimate∫ T

−T

1

1 + |t|
dt� log T � log x.

This establishes (5.27) and completes the proof.
In order to treat the remaining cases together, we write χ3 = χ∗, χ4 = χ,

θ3 = 11/6, θ4 = 7/4, ζ3(s, d) = ζ(s,d), ζ4(s,d) = ζ(s,d,0).

Lemma 22 Under the hypotheses of either Theorem 3 or 4, the series

∑
t

1

πσt

∣∣∣∣∣
∞∑
q=1

Sq(t,0)

qn

∣∣∣∣∣
converges for σ > 3. Moreover, the function

g(n, s) =
∑

t

µ(t)

πσt

∞∑
q=1

Sq(t,0)

qn
(σ > 3)

has an analytic continuation to σ > θn given by

(5.32)

g(n, s) = ζ(s)−nL(1, χn)
∏
p

(
1− χn(p)

p

)(
1 + (1− p−s)−n

∑
ν≥1

p−nνBpν (s)

)
.

We have

(5.33) g(n, s)� 1 (σ ≥ θn + ε).
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Proof. For ` ≥ 1, let

a` =
∑

t
πt=`

µ(t)
∞∑
q=1

Sq(t,0)

qn
.

It follows from Lemmas 14, 15 that

(5.34) a` �
∑

t
πt=`

∣∣∣∣∣
∞∑
q=1

Sq(t,0)

qn

∣∣∣∣∣� `2+ε.

Hence g(n, s) may be written

g(n, s) =
∞∑
`=1

a`
`s
,

and this series converges absolutely for σ > 3.

Let

g∗(n, s) = ζ(s)−nL(1, χn)
∏
p

(
1− χn(p)

p

)(
1 + (1− p−s)−n

∑
ν≥1

p−nνBpν (s)

)
.

It is clear from (5.17), (5.25) that g∗(n, s) is holomorphic in the region σ > θn,
and

g∗(n, s)� 1 (σ ≥ θn + ε).

It remains to show that g(n, s) = g∗(n, s) for any given s with σ > 3 + ε. We
shall obtain this equation in the form

(5.35) g(n, s) = lim
N→∞

gN(n, s).

Here

gN(n, s) = ζ(s)−nkN(n)
∏
p≤N

(
1− χn(p)

p

)(
1 + (1− p−s)−n

∞∑
ν=1

p−nνBpν (s)

)
,

with

kN(n) =
∏
p≤N

(
1− χn(p)

p

)−1

.
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As a first step, we show that

(5.36) gN(n, s) =
∑

t

µ(t)

πst

∑
q∈VN

q−nSq(t,0),

where
VN = {q ≥ 1 : p | q ⇒ p ≤ N}.

We have ∑
q∈VN

q−n |Sq(t,0)| =
∏
p≤N

(
1 +

∑
ν≥1

p−nν |Spν (t,0)|

)
(5.37)

�f,N π2
t .

The last estimate is a consequence of Lemma 9. Since σ > 3, the right-hand
side of (5.36) may be rewritten as∑

q∈VN

q−n
∑

t

µ(t)

πst
Sq(t,0)

= ζ(s)−n
∑
q∈VN

q−nBq(s)
∏
p | q

(1− p−s)−n

(by Lemma 16)

= ζ(s)−n
∏
p≤N

(
1 + (1− p−s)−n

∑
ν≥1

p−nνBpν (s)

)

(by Lemma 17 and (5.13), (5.22))

= gN(n, s).

Let dτ be the counting measure on

Ω = {t ∈ Zn : ti > 0 (i = 1, . . . , n), µ(t) 6= 0}.

We may now rewrite the desired conclusion (5.35) in the form∫
Ω

µ(t)

πst

∑
q≥1

q−nSq(t,0)dτ(t)(5.38)

= lim
N→∞

∫
Ω

µ(t)

πst

∑
q∈VN

q−nSq(t,0)dτ(t).
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We use the Lebesgue dominated convergence to prove (5.38). To establish
pointwise convergence of the integrand to the desired limit, we begin with
the identity

(5.39)

µ(t)

πst

∑
q∈VN

q−nSq(t,0) =
µ(t)

πst
kN(n)

∏
p≤N

(
1− χn(p)

p

)(
1 +

∑
ν≥1

p−nνSpν (t,0)

)
.

Now kN(n)→ L(1, χn) as N →∞, while

lim
N→∞

∏
p≤N

(
1− χn(p)

p

)(
1 +

∑
ν≥1

p−nνSpν (t,0)

)

=
∏
p

(
1− χn(p)

p

)(
1 +

∑
ν≥1

p−nνSpν (t,0)

)

= L(1, χn)−1ζn(n, t)

(Lemmas 11, 12)

= L(1, χn)−1

∞∑
q=1

q−nSq(t,0)

(Lemmas 14, 15). Pointwise convergence follows at once.
Moreover, the right-hand side of (5.39) is

� π−σ+2+ε
t

uniformly in t. Here the factor kN(n) is bounded independently of t, so the
assertion follows from (4.19) and (4.20) (n = 4), and from (4.24) and (4.25)
(n = 3). Since ∫

Ω

π−σ+2+ε
t dτ(t) <∞.

this establishes dominated convergence and proves the lemma.

Lemma 23 Under the hypotheses of Lemma 22, we have∑
t

πt≤X

µ(t)

π2
t

∞∑
q=1

Sq(t,0)

qn
= L(1, χn)ρ∗(F ) +O(Xθn−2+ε)
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for X > 1.

Proof. We apply Lemma 13 with

a` =
∑

t
πt=`

µ(t)
∞∑
q=1

Sq(t,0)

qn
.

Recalling (5.34), we may take

λ = 2, b = 2 + ε, c = 2, x = [X] + 1/2, T = X3.

With g(n, s) as in Lemma 22, this produces

∑
t

πt≤X

µ(t)

π2
t

∞∑
q=1

Sq(t,0)

qn
=

∫ 2+iT

2−iT
g(n, s+ 2)

xs

s
ds+O(X−1).

We now move the line of integration back to σ = θn−2+ε. By (5.33), the
horizontal integrals and the integral over [θn− 2 + ε− iT, θn− 2 + ε+ iT ] are
O(X−1) and O(Xθn−2+ε) respectively. We use (5.32) to write the contribution
from the pole at 0 as

g(n, 2) = ζ(2)−nL(1, χn)
∏
p

(
1− χn(p)

p

)(
1 + (1− p−s)−n

∑
ν≥1

p−nνBpν (2)

)
.

Since the condition (5.10) is satisfied, we may rewrite this as

g(n, 2) = ζ(2)−nL(1, χn)
∏
p

(
1− χn(p)

p

)
(1− p−2)−nρp,

as pointed out after (5.9). Combining the factors ζ(2)−n,
∏
p

(1− p−2)−n, we

complete the proof.
So far, we have not touched on positivity of the ρp. We require a version

of Hensel’s lemma.

Lemma 24 Let p be a prime and `, α positive integers. Let F ∈ Z[X1, . . . , Xn].
Suppose that there is an integer vector y having

p`−1 ‖∇F (y)
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and
F (y) ≡ 0 (mod pα).

Suppose either that ` = 1, α ≥ 1 or that ` ≥ 2, α = 2`− 1. Then for ν ≥ 0,
there are at least p(n−1)ν solutions x (mod pα+ν) of

F (x) ≡ 0 (mod pα+ν)

for which x ≡ y (mod pα).

Proof. The case ` ≥ 2 follows immediately from the proof of [4], Lemma
42, although Davenport is concerned with a cubic form F . The case ` = 1 is
similar but simpler.

Lemma 25 Let f(X) be a nonsingular quadratic form in Fp[X1, . . . , Xn],
where Fp = Z/pZ, n ≥ 3, p ≥ 3. Let m ∈ Fp. There is a solution x in F n

p of

(5.40) f(x) = m

such that either

(i) for some i, we have xi
∂f
∂xi
6= 0; or

(ii) ∇f(x) has at least two nonzero components.

Proof. It is shown in [1], §2 that for n ≥ 4, alternative (ii) always holds.
The argument employed there works (with obvious modifications) for n = 3,
p ≥ 5. Thus we may assume that n = p = 3. Let us suppose that no x with
(5.40) satisfies (i) or (ii).

The number of solutions of (5.40) is

9 +

(
−Dm

3

)
3

from Lemma 8. Let

Vi =

{
x ∈ F 3

p :
∂f

∂xj
= 0 for j 6= i

}
.

Since (ii) fails, each solution of (5.40) is in some Vi. Obviously Vi is a one-
dimensional subspace and

V1 ∪ V2 ∪ V3 = {0} ∪ (V1 − {0}) ∪ (V2 − {0}) ∪ (V3 − {0})
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has ≤ 7 points. Thus m 6= 0.
Clearly V3 must contain a solution x of (5.40). (If not, the number of

solutions is ≤ 5.) For this x, ∂f
∂x3
6= 0. Hence x3 = 0,

∂f

∂x1

=
∂f

∂x2

= 0.

That is,

(5.41) a11x1 + a12x2 = a21x1 + a22x2 = 0.

Since (x1, x2) 6= 0,
a11a22 = a12a21 = a2

12.

In particular, {a11, a22} cannot be {1, 2}. Replacing f,m by 2f, 2m if neces-
sary, we conclude that

a11, a22 are 0 or 1.

Suppose a11 = a22 = 1. From (5.41) and x 6= 0, we infer that a12 6= 0,
x1 6= 0, x2 6= 0. Now

f(x) = x2
1 + x2

2 + 2a12x1x2 = 1 + 1− 2x2
1 = 0.

This is absurd. Hence a11a22 = a2
12 = 0. Similarly a11a33 = a2

13 = a22a33 =
a2

23 = 0. This contradicts det[aij] 6= 0, and the lemma is proved.

Proof of Theorem 5. We first show that

(5.42) ρp > 0 for all p.

For p - 2D, we adapt the argument of [1]. By Lemma 25, there is an integer
vector y,

F (y) ≡ 0 (mod p)

such that either yi
∂F
∂yi
6≡ 0 (mod p) for some i, or two components of ∇F (y)

are nonzero (mod p). In the former case, we employ Lemma 24 with n = 1,
` = 1, α = 1. Say y1

∂F
∂y1
6= 0. We select integers x2, . . . , xn, xj ≡ yj (mod p),

xj 6≡ 0 (mod p2). There is an integer x1 with x1 ≡ y1 (mod p), F (x) ≡ 0
(mod p2). We have

(5.43) F (x) ≡ 0 (mod p2), p2 - x1, . . . , p
2 - xn.
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In the latter case, suppose for example that

∇F (y) = (e1, . . . , en), p - e1e2.

We take x of the form x = y + pz, so that

F (x) ≡ F (y) + pe · z (mod p2)

≡ bp+ pe · z (mod p2),

where F (y) = bp. The conditions (5.43) reduce in this case to

(5.44) e · z ≡ −b (mod p)

together with n conditions

(5.45) (j) yj + pzj 6≡ 0 (mod p2).

We choose zj to satisfy (5.45)(j) for j ≥ 3. Now (5.44) reduces to (say)

(5.46) e1z1 + e2z2 ≡ c (mod p).

There are ≥ p − 1 choices of z2 with (5.45)(2). Each defines a value of z1

with (5.46), and at least one of these z1’s must satisfy (5.45)(1). Again, we
can satisfy (5.43).

Another application of Lemma 24, with ` = 1, α = 2, shows that there
are ≥ p(n−1)ν solutions w (mod pν+2) of

F (w) ≡ 0 (mod pν+2), w ≡ x (mod p2).

Thus

ρp ≥ lim
ν→∞

p(n−1)ν

p(n−1)(ν+2)
= p−2n−2.

Now suppose that pθ ‖ 2D with θ ≥ 1. Since 5θ ≥ 3 + 2θ, condition B
provides a solution of

F (y) ≡ 0 (mod p3+2θ), p2 - yi (i = 1, . . . , n).

Define ` by

(5.47) p`−1 ‖∇F (y).
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We claim that

(5.48) 2`− 1 ≤ 3 + 2θ.

Once we have (5.48), we may apply Lemma 24 to obtain M ′(p2`−1+ν) ≥
p(n−1)ν , and (as above) ρp > 0.

From (5.47), as in the proof of Lemma 9,

2Dy ≡ (adjM)2My ≡ 0 (mod p`−1).

Since p2 - y1, we have
2D ≡ 0 (mod p`−2),

and `− 2 ≤ θ, which yields (5.48). Now (5.42) follows.
Suppose that n ≥ 5. From (5.15) and its proof,

ρp = 1 +O(p−1−ε), σp = 1 +O(p−1−ε).

Combining these estimates for sufficiently large p with (5.42) yields (1.7).
For n = 4, m 6= 0, the argument of the previous paragraph gives

1�
∏
p -m

ρp ≤
∏
p -m

σp � 1,

while

m−ε �
∏
p |m

ρp ≤
∏
p |m

σp � mε,

by combining (5.42) with (5.16) and the corresponding (simpler) estimate for
σp. These bounds combine to give (1.8). Finally, we obtain (1.9) and (1.10)
by using (5.42) and the corresponding estimate for σp in conjunction with
(5.17) and (5.25).

§6 Completion of the proofs of Theorems 1–3

The theorems will follow from (3.2) and (4.6) if we show that∑
d

πd≤P 2nγ

µ(d)
∑
c∈Zn

∞∑
q=1

q−nSq(d, c)Iq(d, c)(6.1)

= σ∞(G,w)λP n +O(P n−γ),
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where λ = ρ(F ) (n ≥ 5 or n = 4, m 6= 0), λ = L(1, χ)ρ∗(F ) (n = 4,m = 0).
We recall that h(x, y) = 0 for x > max(1, 2|y|). It follows readily that

Iq(d, c) = 0 unless q � P,

and we may restrict summation over q in (6.1) to q � P .
It is convenient to write δ = 1 if n is even and m = 0, and δ = 0 otherwise.

We record the useful bound

(6.2)
∑

d
πd≤P 2nγ

πkd
∑

R<q≤2R

q−n|Sq(d, c)| � (1 + |c|)εP 2n(k+4)γR(3+δ−n)/2+ε,

where k is a non-negative constant and R > 1. The bound (6.2) is an
immediate consequence of Lemma 10.

Let η = 12n2γ. Consider first the contribution to the sum in (6.1) from

|c| > P η.

Fix an integer K > 2 with
(
K
2
− 2
)
η > n+ 1. Now (4.10) gives

Iq(d, c)� π2Kn
d P n+1q−1|c|−Kn.

Combining this with (6.2),∑
d

πd≤P 2nγ

∑
q�P

∑
|c|>P η

q−n|Sq(d, c)Iq(d, c)|(6.3)

� P 2n(2Kn+4)γ+n+1+ε
∑
|c|>P η

|c1|−K+ε · · · |cn|−K+ε

� P 6n2Kγ+n+1−(K−1−ε)η

� P−(K2 −2)η+n+1 � 1.

Now consider c with 0 < |c| ≤ P η. Here (4.11) gives, for q � P ,

Iq(d, c)� πndP
n
2

+1+εq
n
2
−1.
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In conjunction with (6.2), this yields∑
d

πd≤P 2nγ

∑
q�P

∑
0< |c| ≤P η

q−n|Sq(d, c)Iq(d, c)|(6.4)

� P 15n3γ+(n+3+δ)/2

� P n−γ,

except in the case n = 4, m = 0, to which we return below.
For c = 0, we first treat those q with

P 1−ε < q � P.

Here (4.9) gives
Iq(d,0)� P n.

Again using (6.2),

(6.5)
∑

d
πd≤P 2nγ

∑
P 1−ε<q�P

q−n|Sq(d,0)Iq(d,0)| � P 9nγ+(n+3+δ)/2 � P n−γ,

except when n = 4, m = 0.
The terms with c = 0, q ≤ P 1−ε provide the main term, with an accept-

able error. We first use (4.8), with a suitable N = N(ε), in conjunction with
(6.2) to obtain∑

d
πd≤P 2nγ

µ(d)
∑

q≤P 1−ε

q−nSq(d,0)Iq(d,0)(6.6)

= P nσ∞(G,w)
∑

d
πd≤P 2nγ

µ(d)

π2
d

∑
q≤P 1−ε

q−nSq(d,0) +O(1)

= P nσ∞(G,w)
∑

d
πd≤P 2nγ

µ(d)

π2
d

∞∑
q=1

q−nSq(d,0)

+O(P (n+3+δ)/2+9nγ).
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Leaving aside the case n = 4, m = 0, the last error term is O(P n−γ), and
Lemma 21 now gives∑

d
πd≤P 2nγ

µ(d)
∑

q≤P 1−ε

q−nSq(d,0)Iq(d,0)(6.7)

= P nσ∞(G,w)ρ(F ) +O(P n−γ).

We may now complete the proof of (6.1) for n ≥ 5 and n = 4, m 6= 0 by
combining (6.3), (6.4), (6.5) and (6.7).

We now adapt the argument to prove (6.1) for n = 4, m = 0. Because of
(6.3), we may restrict attention to |c| ≤ P η. Suppose first that c 6= 0. From
(4.11), (4.12) and a partial summation,∑

d
πd≤P 2nγ

µ(d)
∑

R<q≤ 2R

q−4Sq(d, c)Iq(d, c)

� P 3+εR
∑

d
πd≤P 8γ

π4
d max
R<R′≤ 2R

∣∣∣∣∣ ∑
R<q≤R′

q−4Sq(d, c)

∣∣∣∣∣ .
The last expression is

� P 3+εR
∑

d
πd≤P 8γ

π6+ε
d R−1/2+ε

by Lemma 14. Hence∑
d

πd≤P 8γ

µ(d)
∑

0< |c|<P η

∑
q�P

q−4Sq(d, c)Iq(d, c)(6.8)

� P 7/2+900γ � P 4−γ.

For c = 0, we use partial summation again. By (4.9), in conjunction with
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Lemma 14, ∑
d

πd≤P 8γ

∑
R<q≤ 2R

q−4Sq(d,0)Iq(d,0)

� P 4
∑

d
πd≤P 8γ

π−2
d max

R<R′≤ 2R

∣∣∣∣∣ ∑
R<q≤R′

q−4Sq(d,0)

∣∣∣∣∣
� P 4+ε

∑
d

πd≤P 8γ

R−1/2+ε.

This gives ∑
d

πd≤P 8γ

∑
P 1−ε<q�P

q−4Sq(d,0)Iq(d,0)(6.9)

� P 7/2+10γ � P 4−γ.

We are left with c = 0, q ≤ P 1−ε. By the first step in (6.6), these terms
contribute

P 4σ∞(G,w)
∑

d
πd≤P 8γ

µ(d)

π2
d

∑
q≤P 1−ε

q−4Sq(d,0) +O(1)

=P 4σ∞(G,w)
∑

d
πd≤P 8γ

µ(d)

π2
d

∞∑
q=1

q−4Sq(d,0)

+O

P 4σ∞(G,w)
∑

d
πd≤P 8γ

P−
1
2

+ε


(from Lemma 14)

= P 4σ∞(G,w)L(1, χ)ρ∗(F ) +O(P 4−2γ+ε).
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For the last step, we apply Lemma 23. We combine this estimate with (6.3),
(6.8), and (6.9) to complete the proof of (6.1).

The techniques of the present paper do not appear to be strong enough
to attack the cases n = 4, m = 0, D a square and n = 3, m = 0. (In
both cases, the main term in Heath-Brown’s approximation to N(F,w) is of
order P n−2 logP .) The difficulties will become apparent to the reader on an
examination of §13 of [9].

§7 Proof of Theorem 4

We recall some notions from Siegel [14]. The genus of a positive-definite
quadratic form q(x1, x2, x3) consists of those positive-definite forms that are
equivalent to q under invertible variable changes over the p-adic integers,
for all p. The genus G splits into finitely many Z-equivalence classes. Here
the Z-equivalence class {q} consists of forms obtained from q by invertible
integral change of variables. A sum

∑
{q}

will run over all classes in G.

Let ωq be the number of invertible integral changes of variable that take
q onto itself and write

M(G) =
∑
{q}

ω−1
q .

The average number of representations of an integer m by forms in G is

r(m,G) = M(G)−1
∑
{q}

ω−1
q r(q,m).

Siegel’s fundamental theorem [14] states (in our particular case) that

r(m,G) = λ
∏
p

σp,

where σp is the density defined in §1 above (with f = q), and the positive
number λ is prescribed as follows. To a neighborhood V of m in R corre-
sponds an open set

V ′ = {x ∈ R3 : q(x) ∈ V }.

As V shrinks to m,

λ = lim
v3(V ′)

v1(V )
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(vk = volume in Rk). The values of σp, λ do not depend on the choice of q
in G. Let q = f . Clearly, in the terminology of §1 above,

λ = lim
β→0

1

2β

∫
|f(x)−m|≤β

dx = m1/2σ∞(G).

From the first paragraph of the proof of Lemma 12,

σp = 1 +
χ∗(p)

p
if p - 2Dm,

so that we may rewrite Siegel’s theorem in the form

(7.1) r(m,G) = σ∞(G)m1/2L(1, χ∗)
∏
p

(
1− χ∗(p)

p

)
σp.

The following uniform asymptotic formula is Theorem 2 of Duke [6].
Without the explicit dependence on D, the result may be found already
in Duke [5] as an application of bounds for sums of Kloosterman sums given
by Iwaniec [10].

Lemma 26 For m square-free, and f ∈ G,

(7.2) r(f,m) = r(m,G) +Oε(D
11/2m1/2−1/28(Dm)ε).

Proof of Theorem 4. We adapt an argument from the beginning of §4. We
decompose r(f,m) in the form

r(f,m) = r1(f,m) + r2(f,m),

where
r1(f,m) = #{x ∈ Z3 : f(x) = m, πx 6= 0}.

Since f is positive-definite,

(7.3) r2(f,m)�f,ε m
ε
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from Lemma 1. Now

R(m) =
∑

y
F (y)=0, πy 6=0

3∏
i=1

∑
d2i | yi

µ(di)

=
∑

d
|d|�P

µ(d)
∑

x
Fd(x)=0, πx 6=0

1

=
∑

d
|d|�P

µ(d)r1(fd,m).

By a slight modification of the argument leading to (4.5), we deduce that

R(m) =
∑

d
πd≤P 8γ

µ(d)r1(fd,m) +Of (m
1
2

(1−γ)).

Thus

R(m) =
∑

d
πd≤P 8γ

µ(d)r(fd,m)−
∑

d
πd≤P 8γ

µ(d)r2(fd,m)(7.4)

+Of (m
1
2

(1−γ)).

Of course

(7.5) r2(fd,m) ≤ r2(f,m)�D,ε m
ε

from (7.3). Since γ is sufficiently small, it follows from (7.4), (7.5) that

(7.6) R(m) =
∑

d
πd≤P 8γ

µ(d)r(fd,m) +Of (m
1
2

(1−γ)).

We now apply Lemma 26 with fd in place of f . In this case, the expression

L(1, χ∗)
∏
p

(
1− χ∗(p)

p

)
σp
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coincides with the quantity ζ(3,d) of Lemma 12, while clearly

σ∞(Gd) =
1

π2
d

σ∞(G).

Hence Lemma 26 in conjunction with (7.1) yields

r(fd,m) =
1

π2
d

σ∞(G)m1/2ζ(3,d) +Of,ε(π
22+ε
d m1/2−1/28+ε).

Using the approximation in (7.6), and the series expression for ζ(3,d) in
Lemma 15,

R(m) = σ∞(G)m1/2
∑

d
πd≤P 8γ

µ(d)

π2
d

∞∑
q=1

q−3Sq(d,0)(7.7)

+O(P 200γm1/2−1/28) +O(m
1
2

(1−γ)).

We now use Lemma 23 to approximate the first term on the right-hand side
of (7.7), and Theorem 4 follows.
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