ODD PERFECT NUMBERS HAVE AT LEAST NINE DISTINCT PRIME FACTORS

PACE P. NIELSEN

Abstract. An odd perfect number, \( N \), is shown to have at least nine distinct prime factors. If \( 3 \nmid N \) then \( N \) must have at least twelve distinct prime divisors. The proof ultimately avoids previous computational results for odd perfect numbers.

1. Introduction

A perfect number is one where \( \sigma(N) = 2N \). In other words, the sum of the divisors of \( N \) is twice \( N \). These numbers have been studied since antiquity. A number \( N \) is an even perfect number if and only if \( N = (2^p - 1)2^{p-1} \) with \( 2^p - 1 \) prime. Sufficiency was proven by Euclid and necessity by Euler. A prime number of the form \( 2^p - 1 \) is called a Mersenne prime, and there are currently 44 that have been found. There is an ongoing, online, distributed search for such primes at \text{http://www.mersenne.org}.

The search for odd perfect numbers has not been as successful. None have been found, making their existence the oldest unanswered question in mathematics. However, there are a great number of necessary conditions for their existence, which go through periodic improvements. The list of conditions given here is the same list as in [25], but with recent improvements included.

Let \( N \) be an odd perfect number (if such exists). Write \( N = \prod_{i=1}^{k} p_i^{a_i} \) where each \( p_i \) is prime, \( p_1 < p_2 < \ldots < p_k \), and \( k = \omega(N) \) is the number of distinct prime factors. The factors \( p_i^{a_i} \) are called the prime components of \( N \). Then:

- **Eulerian Form:** We have \( N = \pi^{\alpha} m^2 \) for some integers \( \pi, \alpha, m \in \mathbb{Z}_+ \), with \( \pi \equiv \alpha \equiv 1 \pmod{4} \) and \( \pi \) prime. The prime \( \pi \) is called the special prime of \( N \).
- **Lower Bound:** Brent, Cohen, and te Riele [3] using a computer search found that \( N > 10^{300} \). William Lipp, using the same techniques, is close to pushing the bound to \( N > 10^{500} \), and plans to start a distributed search at the website \text{http://www.oddperfect.org}.
- **Upper Bound:** Dickson [7] proved that there are finitely many odd perfect numbers with a fixed number of distinct prime factors. Pomerance [24] gave an effective bound in terms of \( k \). This was improved in succession by Heath-Brown [12], Cook [6], and finally Nielsen [22] to \( N < 2^{4^4} \).
- **Large Factors:** Jenkins [15] proved that \( p_k > 10^7 \), and Iannucci [13],[14] proved \( p_{k-1} > 10^4 \) and \( p_{k-2} > 10^2 \). (T. Goto and Y. Ohno recently announced they have a proof that \( p_k > 10^8 \).)
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• **Small Factors:** The smallest prime factor satisfies \( p_1 < \frac{2}{3}k + 2 \) as proved by Grun [8]. For \( 2 \leq i \leq 6 \), Kishore [17] showed that \( p_i < 2^{i-1}(k - i + 1) \), and this has been slightly improved by Cohen and Sorli [5].

• **Number of Total Prime Factors:** Hare [11] proved that the total number of (not necessarily distinct) prime factors of \( N \) must be at least 47. In unpublished work he has improved this to 75.

• **Number of Distinct Prime Factors:** Chein [4] and Hagis [9] independently proved that \( \omega(N) \geq 8 \). Hagis [10] and Kishore [18] showed that if \( 3 \nmid N \) then \( \omega(N) \geq 11 \). This paper improves both of these bounds by 1.

• **The Exponents:** For the non-special primes, \( p_i \), write \( a_i = 2^{b_i} \). If \( d = \gcd(2b_i + 1) \) then \( d \not\equiv 0 \pmod{3} \) by a result of McDaniel [19].

With such a number of conditions, it might seem that an odd perfect number could not exist. Pomerance has given an interesting heuristic, available at Lipp’s website, suggesting that odd perfect numbers are very unlikely.

Much of the terminology, notation, and lemmas of the early sections of this paper match those found in [25] (which in turn match those in [13], and earlier work like [23]) in an effort to establish a sense of both continuity and improvement, and I’d like to thank John Voight for some interesting conversations on topics related to his paper. I would also like to thank William Lipp for providing some of the factorizations given in the lemmas. Finally, I thank the referee for useful comments and suggestions concerning presentation of this material.

2. **Fixed Notations, Conventions, and the Algorithm**

Let \( N \) be an odd perfect number and \( k = \omega(N) \). We will write \( \pi \) for the special prime. By \( \mathbb{N} \) we mean the non-negative integers and by \( \mathbb{Z}_+ \) the positive integers. The subscripts on the prime divisors \( p_i \) of \( N \) will no longer have any relationship to their relative sizes, unless explicitly assumed otherwise. We will use a computer run algorithm to prove our results. The main idea of the algorithm is to use a factor chain argument, as given in both [5] and [25]. For the benefit of the reader, we will describe the algorithm here. Basically, we consider every possible combination of \( k \) distinct prime divisors of an odd perfect number, and finds contradictions in each case.

We start by needing a prime divisor of \( N \). In Section 6 we develop machinery (Lemmas 19 and 20) which can yield a lower and upper bound on a prime divisor of \( N \). In our case we find \( 2 < p_1 < k + 2 \). (Alternately, we could have used Grun’s result which was quoted above, but this leads only to trivial improvements on the algorithm. We will instead rely on as few previous results as possible.)

So for example, if \( k = 4 \) then \( p = 3 \) or 5. By considering the Eulerian form, we see that the cases

\[
3^2 || N, 3^4 || N, 3^6 || N, 5^1 || N, 5^2 || N, 5^4 || N, 5^5 || N, \ldots
\]

are the only ones possible. There is a benefit and cost to considering each of these cases individually. The cost is that there are an infinite number of cases, and hence we simply cannot consider them all. The benefit is that in each individual case we do not have to rely on the results of Section 6 to find bounds on \( p_2 \). For example, in the case \( 3^2 || N \), since \( 13 = \sigma(3^2) \mid 2N \) we find that \( 13 \mid N \), and so we can take \( p_2 = 13 \). (Note that the subscript does not mean that 13 is the second smallest prime divisor of \( N \). Only that 13 is the second prime divisor we found for \( N \) in this case.)
As a matter of terminology, we consider each of the cases

\[ 3^2|N, 3^4|N, 3^6|N, 3^8|N, \ldots, 5^1|N, 5^3|N, 5^5|N, \ldots \]

as branches on a tree, with each branch providing new factors for our algorithm and hence branching further. As the tree branches out, we eventually arrive at cases which are contradictory in some way. However, we still have to deal with the fact that there are an infinite number of branches. To get around this problem, we combine all the branches with large powers of primes into one composite branch. In other words, if \( p \) is a prime divisor of \( N \) we combine all the cases \( p^n|N \), for large \( n \), together into one case. More precisely, we let \( B \) be a large integer (which will be around the size \( 10^{50} \)) which we fix at the beginning of the algorithm, and then we combine all the branches \( p^n \) together, for all \( n \geq n_0 \), where \( n_0 \) is minimal so that \( p^{n_0} > B \). On this combined branch we are not assuming \( p^n|N \) for any specific \( n \), but rather we just assume \( p^a|N \) for some \( a \geq n_0 \). In this way, we deal with all the remaining cases at once. As a matter of notation we label this conglomerated branch by \( p^\infty \).

For example, if we take \( k = 4 \) and \( B = 50 \) then we have five initial branches

\[ 3^2, 3^\infty, 5^1, 5^2, 5^\infty. \]

The first case \( 3^2|N \) branches further into two sub-branches \( 13^1, 13^\infty \), and we can continue this branching process. When we are on a branch with \( p^\infty \) we say \( p \) is an infinite prime (not to be confused with the infinite primes of algebraic number theory). Notice that infinite primes do not provide more factors for the factor chain, since we don’t have \( \sigma(p^n)|2N \) for any specific \( n \), and so we have to rely on the intervals of Section 6 to find bounds for the next prime. If we set \( B \) too low then the primes on our branches become infinite too quickly, and we may have the case that the intervals of Section 6 are very large, or even that there is no upper bound for the next prime! (This corresponds to the case when \( \Delta_0 > 2 \) in Lemma 20.) If we make \( B \) large enough the intervals will always have upper bounds (for a proof see [5]), and the algorithm will only have to consider a finite number of cases.

At each stage in the algorithm there will be prime divisors of \( N \) that are known and some that are unknown, meaning that the prime divisors are either specified by the algorithm or they are not, respectively. This set of known primes will change at every stage of the algorithm as it runs through different cases, and so the known and unknown primes are constantly changing. We let \( k_1 \) be the number of known, distinct prime divisors of \( N \) (at any given stage), and let \( k_2 = k - k_1 \) be the number of unknown, distinct prime divisors. Among the known prime divisors of \( N \), some of the prime components are also known (again, known being a technical term meaning specified by the algorithm). In other words, if \( p \) is a known prime divisor of \( N \) and if our algorithm yields some \( n \in \mathbb{Z}_+ \) so that \( p^n|N \), we say \( p^n \) is a known prime component. We let \( \ell_1 \) be the number of known prime components of \( N \), and let \( \ell_2 = k - \ell_1 \) be the number of unknown prime components.

A word of warning: In some theorems we will assume \( p \) is a prime with \( p^n|N \), but this doesn’t even mean that \( p \) is a known prime, let alone that the prime component is known. This is because, while \( p^n \) is, by hypothesis, a component of \( N \), the prime \( p \) and the number \( n \) might not have been specified by the algorithm. We will, throughout, only use the phrases “known prime” and “known component” to mean known to us through our algorithm, rather than by hypothesis.
More formally, the known components are those prime components which occur on the branch we are on, which are not infinite. The known primes are the primes we have branched upon, along with the primes coming from $\sigma$ of the known components. For example, if we are on the branch $3^{\infty}5^4$, then the known primes are $3, 5, 11, 71$ (the primes 11 and 71 come from $\sigma(5^4)\mid 2N$), and the only known component is $5^4$. In this case we say that 3 and 5 are on while 11 and 71 are off. In other words, the on primes are exactly the known primes for which we have started the branching process. Note that $k_1 - \ell_1$ is exactly the number of (known) primes which are infinite or off. In this example, since 11 is the smallest off prime we continue the branching process first on this prime, rather than 71. When there are no off primes we use the interval bounds of Section 6 to arrive at more primes, as explained earlier. Whenever we reach a contradiction, we go to the next available branch.

To clarify the previous exposition, we do the case when $k = 4$, $B = 50$. The following is the entire output, which is explained after the printout.

3² => 13¹
13¹ => 2¹ 7¹ N: 9 < p₃ < 11
13∞ : 3 < p₃ < 9
  5¹ => 2¹ 3¹ : 15 < p₄ < 17 F
  5² => 3¹ A
  5∞ : 42 < p₄ < 46 SF1: 42 < p₄ < 46
  7² => 3¹ 19¹ D
  7∞ : 10 < p₄ < 12
11∞ A
3∞ : 3 < p₂ < 11
  3¹ => 2¹ 3¹ : 8 < p₃ < 13 F
  5² => 3¹ A
  5∞ : 14 < p₃ < 17 N: 14 < p₃ < 17
  7² => 3¹ 19¹ N: 11 < p₃ < 13
  7∞ : 7 < p₃ < 16
  11∞ : 22 < p₄ < 27 SF1: 22 < p₄ < 27
  13² => 2¹ 7¹ : 15 < p₄ < 18
  17∞ F
  13∞ : 16 < p₄ < 20
  17¹ => 2¹ 3² F
  17∞ A
19∞ No contradiction. The number B is too small.

We start with the case $3^2\mid N$. Since $13 = \sigma(3^2)\mid N$, we go to the sub-branch (represented by the indentation on the second line) with $13\mid N$. On this branch we could further branch off on the new prime 7 coming from $\sigma(13)$, but the letter N means that there are no primes in the interval given by the bounds of Section 6, which is a contradiction. So, we backtrack to the next possible branch, which is $3^213^{\infty}$. On this branch we have no off primes, and so we again use the interval bounds, and find $3 < p₃ < 9$, hence $p₃ = 5$ or 7. The next four cases are all contradictory, as represented by the different letters near the ends of the lines. All of the different contradictions will be explained in Section 7. The rest of the output is self-explanatory except the very last branch $3^{\infty}7^{\infty}13^{\infty}19^{\infty}$, which doesn’t yield a contradiction. Thus the algorithm terminates unsuccessfully because the bound $B$
was chosen too small. One must increase \( B \) and re-run the program to successfully complete this case.

We close this section with a brief outline of the rest of the paper, so that the reader can understand how the results interrelate, and which results are new and which are standard. Section 3 discusses congruence relations that arise naturally when considering perfect numbers. All of that section’s material is standard knowledge. Sections 4 and 5 use the congruence relations of Section 3 to prove that if certain primes become infinite then \( N \) must have one or two large prime factors. The first half of Section 4 follows the paper [25], and Proposition 7 is an improvement on [25, Proposition 3.1]. The second half of Section 4 and all of Section 5 are new, including Propositions 10, 14, and 17. In Section 6 we develop lower and upper bounds, given in Lemmas 19 and 20 respectively, on the next unknown prime of \( N \). These bounds are standard, except we modify the upper bound (Lemma 20) to take into account the possible large divisors of \( N \) that arise due to the results of Sections 4 and 5. In the last three sections we discuss our actual implementation, including a list of the contradictions used, the results obtained, and possible future improvements. It is important to keep in mind that the contradictions are of secondary importance; it is the strength of the interval bounds of Section 6, in conjunction with the large factors we find in Sections 4 and 5, that make the results of this paper obtainable.

3. CYCLOTOMIC INTEGERS

The equation \( \sigma(N) = 2N \) can be (trivially) rewritten as \( \sigma(N)/N = 2 \) which tells us that each odd prime divisor of \( \sigma(N) \) must somehow divide \( N \), and vice versa. Thus, we want to study the prime factorization of

\[
\sigma(N) = \prod_{i=1}^{k} \sigma(p_i^{a_i}) = \prod_{i=1}^{k} \frac{p_i^{a_i+1} - 1}{p_i - 1}.
\]

Letting \( \Phi_n(x) \) be the \( n \)th cyclotomic polynomial (i.e. the minimal polynomial over \( \mathbb{Q} \) for a primitive \( n \)th root of unity), we have the partial factorization

\[
p^n - 1 = \prod_{d|n} \Phi_d(p)
\]

and so

\[
(1) \quad \sigma(p^n) = \frac{p^{a+1} - 1}{p - 1} = \prod_{d|(a+1), \ d > 1} \Phi_d(p).
\]

We are further interested in the factorization of \( \Phi_d(p) \). If \( c \) and \( d \) are integers with \( d > 1 \) and \( \gcd(c, d) = 1 \) we write \( o_d(c) \) for the multiplicative order of \( c \) modulo \( d \). If \( p \) is prime, we write \( v_p \) for the valuation associated to \( p \). In other words, for \( n \in \mathbb{Z}_+ \) we have \( p^{v_p(n)} || n \). The following results of Nagell [21] are fundamental and are often left as exercises in modern abstract algebra books.

**Lemma 1** ([25, Lemma 2.3]). Let \( m > 1 \) be an integer, and let \( q \) be prime. Write \( m = q^b n \) with \( \gcd(q, n) = 1 \).

If \( b = 0 \) then

\[
\Phi_m(x) \equiv 0 \pmod{q}
\]
is solvable if and only if \( q \equiv 1 \pmod{m} \). The solutions are those \( x \) with \( o_q(x) = m \).
Further, \( v_q(\Phi_m(x)) = v_q(x^m - 1) \) for such solutions.

If \( b \neq 0 \) then

\[
\Phi_m(x) \equiv 0 \pmod{q}
\]

is solvable if and only if \( q \equiv 1 \pmod{n} \). The solutions are those \( x \) with \( o_q(x) = n \).
Further, if \( m > 2 \) then \( v_q(\Phi_m(x)) = 1 \) for such solutions.

As a result of Lemma 1 and Equation 1 we get the following lemma (for a proof see [25, Lemma 2.4]):

**Lemma 2.** Let \( p \) and \( q \) be primes, \( q \geq 3 \), and \( a \in \mathbb{Z}_+ \). Then

\[
v_q(\sigma(p^a)) = \begin{cases} 
v_q(p^{o_q(p)} - 1) + v_q(a + 1) & \text{if } o_q(p)|(a + 1) \text{ and } o_q(p) \neq 1, \\
v_q(a + 1) & \text{if } o_q(p) = 1, \\
0 & \text{otherwise.}
\end{cases}
\]

In our work we will want a prime divisor \( q \) of \( \Phi_d(p) \) with \( o_q(p) = d \). In other words, we want to reduce to the first case of Lemma 1 (when \( b = 0 \)). To make sure we can always reduce to that case we need the following result, usually attributed to Bang [1], but given other proofs such as in [2].

**Lemma 3.** Let \( m, x \in \mathbb{Z}_+ \) with \( x \geq 2 \). Then \( \Phi_m(x) \) is divisible by a prime \( q \) with \( o_q(x) = m \), except if \( x = 2 \) and \( m = 1 \) or 6, or if \( x = 2^i - 1 \) (for some \( i \in \mathbb{Z}_+ \)) and \( m = 2 \).

Note that we are only interested in this lemma when \( x = p \) is a prime dividing an odd perfect number \( N \). Thus, the case \( x = 2 \) never happens. Also, if \( m = 2 \) this corresponds to the case that \( x \) is the special prime (in the Eulerian form) so \( x = \pi \equiv 1 \pmod{4} \) and hence cannot be of the form \( 2^i - 1 \). Thus, both exceptions in the lemma do not affect our work.

Define \( \sigma_i(n) = \sum_{d|n} d^i \), for \( i \in \mathbb{Z} \) and \( n \in \mathbb{Z}_+ \). It is clear that each of these functions is multiplicative, \( \sigma_1 = \sigma \) is the usual sum of divisors function, and \( \sigma_0 \) is the number of divisors function. The following is immediate:

**Lemma 4.** Let \( N \) be an odd perfect number. If \( p^a||N \), where \( p \) is prime, then for each \( d|(a + 1) \) the number \( \Phi_d(p) \) is divisible by a prime \( q \) with \( o_q(p) = d \) and \( q \equiv 1 \pmod{d} \). In particular, \( \sigma(p^a) \) has at least \( \sigma_0(a + 1) - 1 \) distinct prime factors in common with \( N \).

Note that if \( q|\Phi_d(p) \) and \( o_q(p) = d \) then the relation \( q \equiv 1 \pmod{d} \) holds necessarily, from Lemma 2.

4. **Fermat Primes**

A prime \( q \) is called a Fermat prime if it is of the form \( 2^j + 1 \) for some \( j \in \mathbb{Z}_+ \). One can show it is necessary that \( j = 2^i \) for some \( i \in \mathbb{N} \). It is easily seen that if \( i = 0, 1, 2, 3, 4 \) then \( 2^{2^i} + 1 \) is prime (i.e. \( q = 3, 5, 17, 257, 65537 \)). No other Fermat primes have been found. These primes play a special role in the study of odd perfect numbers. This is because the prime factorization of \( q - 1 \) is exactly a power of 2.

The first thing we can do is restate Lemma 2 in terms of divisors of \( N \), and Fermat primes.
Lemma 5 ([23],[25, Lemma 2.5]). Let $N$ be an odd perfect number, $p^α||N$ with $p$ prime, and let $q$ be a Fermat prime. Then:

$$v_q(\sigma(p^α)) = \begin{cases} v_q(p + 1) + v_q(a + 1) & \text{if } \pi = p \equiv -1 \pmod{q}, \\ v_q(a + 1) & \text{if } p \equiv 1 \pmod{q}, \\ 0 & \text{otherwise.} \end{cases}$$

Lemma 5 tells us that there are only a few sources in $\sigma(N)$ for copies of $q$, either the special prime or primes which are congruent to 1 modulo the Fermat prime. In particular, if $q^a||N$ for some large $n$, we can force the size of the special prime to be large. To prove this we first need another lemma.

Lemma 6 (cf. [25, Proposition 2.8]). Let $N$ be an odd perfect number, let $q$ be a Fermat prime, and suppose $p^α||N$ with $p$ prime.

(i) If $p \neq \pi$ and $q^b|\sigma(p^α)$ then $\sigma(p^α)$ is divisible by $b$ distinct primes $r_1, r_2, \ldots, r_b$ with $r_i \equiv 1 \pmod{q}$.

(ii) If $p = \pi$, $p \equiv -1 \pmod{q}$, and $q^c|(a + 1)$, then $\sigma(p^α)$ is divisible by $2c$ distinct primes $r_1, r'_1, \ldots, r_c, r'_c$ with $r_i \equiv r'_i \equiv 1 \pmod{q}$.

Proof. For part (i), by Lemma 5 (which we can use since $q$ is Fermat) we have $q^b|(a + 1).$ So we take $r_i$ to be the divisor of $\Phi_q(p)$ specified by Lemma 4. Part (ii) follows from the same lemmas, noticing that since $p = \pi$ is special we have $2|(a + 1)$, and hence we can take $r_i$ and $r'_i$ to be the factors specified by Lemma 4 of $\Phi_q(p)$ and $\Phi_{2q}(p)$ respectively. □

Proposition 7 (cf. [25, Proposition 3.1]). Let $N$ be an odd perfect number, and let $q$ be a Fermat prime with $q^a||N$. Suppose $k, k_1, k_2, \ell_1, \text{ and } k_2$ have their usual meanings. Further suppose $q^b|\sigma(\text{known prime components of } N)$. Finally, let $k'_1$ (respectively, $\ell'_1$) be the number of distinct prime factors, $r$, among the $k_1$ known prime divisors (respectively, among the $\ell_1$ known prime components) for which we have $r \equiv 1 \pmod{q}$.

If

$$\tau = n - b - (k'_1 - \ell'_1 + k_2)(k'_1 + k_2 - 1) > 0$$

then $\pi \equiv -1 \pmod{q}$ and $\pi$ is among the unknown prime components. If, further, each known prime, $p$, with unknown component and with $p \equiv 1 \pmod{4}$ satisfies $p \neq -1 \pmod{q^{2^k}}$, then $\pi$ is among the unknown primes, and

$$v_q(\pi + 1) \geq n - b - (k'_1 - \ell'_1 + k_2 - 1)(k'_1 + k_2 - 2) - \frac{(k'_1 + k_2 - 2)}{2} = \tau'.$$

Proof. First, we will show the contrapositive of the initial statement. Suppose either $\pi$ is among the known components or $\pi \equiv -1 \pmod{q}$. Let $p^α$ be an unknown component of $N$. Lemma 5, combined with what we’ve just said, implies $v_q(\sigma(p^α)) = v_q(a + 1)$ if $p \equiv 1 \pmod{q}$, and equals 0 otherwise. Using the equation $\sigma(N)/N = 2$, there are $n - b$ copies of $q$ that must be accounted for by $\sigma$ of the unknown components. Note that there are at most $k'_1 + k_2$ distinct prime factors of $N$ that are congruent to 1 (mod $q$). Thus, by Lemma 6, at most $k'_1 + k_2 - 1$ copies of $q$ divide $a + 1$ if $p \equiv 1 \pmod{q}$ (since $p$ itself cannot divide $\sigma(p^α)$), otherwise we end up with too many distinct prime divisors of $N$ which are congruent to 1 (mod $q$). There are at most $k'_1 - \ell'_1 + k_2$ primes $p$ with unknown component satisfying $p \equiv 1 \pmod{q}$. Hence at most $(k'_1 - \ell'_1 + k_2)(k'_1 + k_2 - 1)$ copies of $q$ can be accounted for by $\sigma$ of the unknown components. Therefore

$$\tau = n - b - (k'_1 - \ell'_1 + k_2)(k'_1 + k_2 - 1) \leq 0.$$
or we will have left over copies of \( q \) not accounted for in \( \sigma(N) \).

To get the last statement, now suppose \( \tau > 0 \), \( \pi \equiv -1 \pmod{q} \), and \( \pi \) is among the unknown components. Lemma 5 tells us that the only place the extra \( \tau \) copies of \( q \) can be accounted for is \( v_q(\pi + 1) + v_q(\alpha + 1) \). But at most \( \lfloor (k'_1 + k_2)/2 \rfloor \) copies of \( q \) divide \( \alpha + 1 \) by Lemma 6 part (ii). Hence \( q^{\tau - \lfloor (k'_1 + k_2)/2 \rfloor} \equiv (\pi + 1) \), and so \( \pi \equiv -1 \pmod{q^{\tau - \lfloor (k'_1 + k_2)/2 \rfloor}} \).

This means, if no known primes satisfy this congruence, that when we counted the maximum number of possible unknown prime divisors \( \equiv 1 \pmod{q} \) we included one too many. Thus there are at most \( k'_1 + k_2 - 1 \) primes dividing \( N \) that are congruent to 1 \( \pmod{q} \), and hence at most \( (k'_1 - \ell'_1 + k_2 - 1)(k'_1 + k_2 - 2) \) copies of \( q \) can be accounted for by \( \sigma \) of the unknown, non-special components. For the special component \( \pi^a \), by Lemma 6 part (ii) we see that at most \( (k'_1 + k_2 - 1)/2 \) copies of \( q \) can divide \( \alpha + 1 \), else we once again obtain too many factors of \( N \) congruent to 1 \( \pmod{q} \). Since, in fact, an integer number of copies of \( q \) divide \( \alpha + 1 \), we can again take the floor function. Putting this all together, \( \tau' \) copies of \( q \) must divide \( \pi + 1 \).

Thus, if a large power of a Fermat prime divides \( N \), we see that \( \pi + 1 \), and hence \( \pi \), must be large. This isn’t quite good enough to simplify our search to a manageable number of cases. We need a way to find another large prime divisor of \( \alpha \). The trick is to consider divisors of \( \sigma(q^n) \). Suppose \( q \) is a Fermat prime, with \( q^n \mid N \), and \( n \) very large. Then using the previous lemma, we can force \( \pi \) to be very large. One might wonder if \( \pi \mid \sigma(q^n) \). The following result speaks to this issue.

**Lemma 8 ([3, Lemma 1]).** If \( p \) and \( q \) are odd primes with \( p \mid \sigma(q^n) \) and \( q^m \mid (p + 1) \) then \( k \geq 3m \).

So, using the terminology of Proposition 7, if \( \tau > 0 \), \( q^{\tau - \lfloor (k'_1 + k_2)/2 \rfloor} \mid (p + 1) \) for the known primes, and also \( 3\tau' > n \), then \( \pi \mid \sigma(q^n) \) by Lemma 8. But since \( n \) is big we would expect a large prime divisor of \( N \) which divides \( \sigma(q^n) \). The following work clarifies how large a divisor we can find for \( \sigma(q^n) \).

**Lemma 9.** Let \( p \) be an odd prime and let \( q = 3 \) or 5. If \( q^{p-1} \equiv 1 \pmod{p^2} \) then either \( (q,p) = (3,11) \) or \( q^{\nu(q)} - 1 \) has a prime divisor greater than \( 10^{13} \). If \( q = 17 \) and \( q^{p-1} \equiv 1 \pmod{p^2} \) then either \( (q,p) = (17,3) \) or \( q^{\nu(q)} - 1 \) has a prime divisor greater than \( 10^{11} \).

**Proof.** The papers [20] and [16] give a list of \((q,p)\) for which \( q^{p-1} \equiv 1 \pmod{p^2} \) and \( p < 10^{13} \) with \( q = 3 \) or 5 (or \( p < 10^{11} \) with \( q = 17 \)). In the cases \((q,p) \neq (3,11), (17,3)\) the following table gives the requisite factor of \( q^{\nu(q)} - 1 \).

<table>
<thead>
<tr>
<th>( q )</th>
<th>( p )</th>
<th>Large factor of ( q^{\nu(q)} - 1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>1006003</td>
<td>154680726732318637</td>
</tr>
<tr>
<td>5</td>
<td>20771</td>
<td>62552508473588471</td>
</tr>
<tr>
<td>5</td>
<td>40487</td>
<td>62552508473588471</td>
</tr>
<tr>
<td>5</td>
<td>53471161</td>
<td>60081451169922001</td>
</tr>
<tr>
<td>5</td>
<td>1645333507</td>
<td>52082118058261</td>
</tr>
<tr>
<td>5</td>
<td>6692367337</td>
<td>893008316757509</td>
</tr>
<tr>
<td>5</td>
<td>188748146801</td>
<td>40093613041379</td>
</tr>
<tr>
<td>17</td>
<td>46021</td>
<td>1365581260423071390161</td>
</tr>
<tr>
<td>17</td>
<td>48947</td>
<td>63895279579889</td>
</tr>
</tbody>
</table>

□
For use shortly, we make the following definition. Letting $p$ and $q$ be odd primes, with $p \neq q$, we set

$$o'_q(p) = \begin{cases} 
\text{if } 2 \nmid o_q(p), \\
o_q(p) \\
\text{or } 4 \nmid o_q(p) \text{ and either} \\
o_q(p) \\
\text{(i) } p = \pi \text{ and } \pi \text{ is among the known components} \\
or \\
\text{(ii) } p \equiv 1 \pmod{4} \text{ and } \pi \text{ is not among the} \\
\text{known components} \\
0 \\
\text{otherwise.} 
\end{cases}$$

In other words, $o'_q(p)$ is the usual order function, unless it is impossible for both $p^2||N$ and $o_q(p) \mid (a + 1)$ to hold, due to consideration of the Eulerian form.

**Proposition 10.** Let $N$ be an odd perfect number with $k$, $k_1$, and $k_2$ having their usual meanings. Suppose $q = 3$ or 5 is a known prime divisor of $N$, $q^a||N$, $q \neq \pi$ and $\pi \nmid \sigma(q^n)$. Suppose $p_1, \ldots, p_{k_1 - 1}$ are the other known prime factors of $N$, besides $q$. For each $i = 1, 2, \ldots, k_1 - 1$ define

$$\epsilon_i = \begin{cases} 
0 & \text{if } o'_{p_i}(q) = 0 \\
\max(s + t - 1, 1) & \text{if } o'_{p_i}(q) \neq 0, \text{ where } s = v_{p_i}(\sigma(q^{o'_{p_i}(q)}(q)^{-1})) \\
& \text{and } t \in \mathbb{Z}_+ \text{ is minimal so that } p_i^t > 100. 
\end{cases}$$

Set $V = \prod_{i=1}^{k_1-1} p_i^{\epsilon_i}$. Suppose $\pi$ is among the $k_2$ unknown prime factors, and $k_2 > 1$. Finally, assume that all unknown prime factors are greater than 100.

If

$$\min \left( 10^{13}, \left( \frac{\sigma(q^n)}{V} \right)^{\frac{1}{\epsilon_1^2 - 1}}, \left( \frac{\sigma(q^{100})}{V} \right)^{\frac{1}{\epsilon_2^2 - 1}} \right) > 1,$$

then $\sigma(q^n)$ has a prime divisor among the unknown primes at least as big as the above minimum. If $q = 17$ one can replace $10^{13}$ with $10^{11}$, and then the result still holds.

**Proof.** We only do the case when $q = 3$, since the other cases are similar. First suppose $\sigma(q^n) = (q^{n+1} - 1)/(q - 1)$ is at most divisible by $p_i^t$, for the known primes, and square-free for the unknown primes. Then since $\pi, q \nmid \sigma(q^n)$, the largest unknown prime divisor of $\sigma(q^n)$ is at least

$$\left( \frac{\sigma(q^n)}{V} \right)^{\frac{1}{\epsilon_1^2 - 1}},$$

unless this quantity is $\leq 1$ (in which case there might be no unknown factors).

So we may assume there is some prime $p \mid N$, $o'_{p}(q) \neq 0$, so that $\sigma(q^n)$ is divisible by $p^2$ if $p$ is unknown, or $p^{s+1}$ if $p$ is known (and $\epsilon$ is the corresponding $\epsilon_i$), with $p$ maximal among such primes. By Lemma 9 we may also assume that if $p^2||q^{n+1} - 1$ and $p$ is unknown then $p\mid (n+1)$. (This is where $10^{13}$ comes into the minimum.)

Thus, in either case, $p^{t} | (n+1)$ where $p^t > 100$ (taking $t = 1$ if $p$ is an unknown prime). Then we have

$$\sigma(q^{p^t-1}) \mid \sigma(q^n).$$

Thus it suffices to find a large divisor of $(q^{p^t-1})/(q-1)$. By Lemma 1, the quantity $(q^{p^t-1})/(q - 1)$ is only divisible by primes larger than $p$, or $p$ itself to the first
power. (In this case, \(q\) being Fermat means the quantity isn’t divisible by \(p\), and we could replace \(\max(s + t - 1, 1)\) by \(s + t - 1\) in the definition of \(\epsilon_i\). But to keep similar notations later when we take \(q\) to be an arbitrary prime, we don’t use this fact.) But then, by the maximality condition on \(p\), \((q^{p^s} - 1)/(q - 1)\) is not divisible by more than \(p_1^{s_1}\) for known primes and the first power for all the unknown primes. So the analysis we used in the first paragraph goes through by only changing \(n + 1\) to \(p^s\). Finally, note that \(p^s > 100\), so we have the appropriate bound.

The most useful case when we will use Proposition 10 is when \(n\) is very large and \(k_1\) is close to \(k\). So, in practice, we will usually end up with \(10^{13}\) as the lower bound on a divisor of \(\sigma(q^n)\). A lot of work could be saved if this number was significantly improved by increasing the bounds given in [16], or there was some means to work around square divisors.

5. Non-Fermat Primes

Sometimes our candidate for an odd perfect number will not be divisible by a large power of a Fermat prime, but rather by a large power of some arbitrary prime, \(q\). Unfortunately, we don’t have Lemma 5 for non-Fermat primes, and so we can’t put all of the “extra” factors of \(q\) into \(\pi + 1\). This causes two problems. First, we have to spread the extra factors of \(q\) among the unknown primes, thus reducing the number of extra factors we have at hand, exponentially. Second, if \(p \not\equiv 1 \pmod{q}\) is one of our unknown primes, we cannot reduce to the case \(q|\Phi_2(p)\) but rather \(q|\Phi_d(p)\) for some (arbitrary) \(d > 1, d|(q - 1)\). Thus, we need a way of bounding the size of \(p\) for which \(q^n|\Phi_d(p)\). This second problem is easily dealt with.

Lemma 11 ([16, Theorem 2]). Let \(q\) be an odd prime. Let \(a_1\) be a primitive root modulo \(q\). For \(r \geq 2\), define \(a_r = a_1^{q^{r-1}} \pmod{q^r}\). Then \(\{a_m^m \pmod{q^r} \mid m = 0, \ldots, q - 2\}\) gives a complete set of incongruent solutions to \(a^{q-1} \equiv 1 \pmod{q^r}\).

Lemma 12. Let \(q < 1000\) be an odd prime. If \(p^{q-1} \equiv 1 \pmod{q^n}\) for some \(n \in \mathbb{Z}_+\) and some odd prime \(p\), then \(p \geq \min(q^n, 10^{50})\) except when

\[
(p, q) = (40663372766570611389846294355914421, 7).
\]

Proof. Let \(q < 1000\) be an odd prime. Fix \(m \in \mathbb{N}\) so that \(q^{m-2} > 10^{50}\) and \(m\) is minimal. A computer search using Lemma 11 demonstrates that every positive solution to \(x^{q-1} \equiv 1 \pmod{q^m}\) with \(x \neq 1\) satisfies \(x > 10^{50}\). Hence the same is true if we replace \(m\) with a larger integer. Thus, it suffices to search for prime solutions to \(x^{q-1} \equiv 1 \pmod{q^n}\) for \(n \leq m\). Again, a computer search yields the stated result.

The choice of 1000 in Lemma 12 is easily improved, but is large enough for our needs. Also, the exceptional \((p, q)\) in the lemma is irrelevant to our work, since in this case we find \(o_q(p) = 6\) and \(\sigma(p^5)\) gives rise to 12 additional prime factors of \(N\) besides \(p\) and \(q\).

Lemma 13. Let \(N\) be an odd perfect number, let \(q\) be an odd prime, and suppose \(p^q || N\) with \(p\) prime.

(i) If \(p \equiv 1 \pmod{q}\) and \(q^b|\sigma(p^a)\) then \(\sigma(p^a)\) is divisible by \(b\) distinct primes \(r_1, r_2, \ldots, r_b\) with \(r_i \equiv 1 \pmod{q^i}\).
Proposition 14. Let $N$ be an odd perfect number, and let $q < 1000$ be a prime divisor of $N$ with $q^r||N$. Suppose $b, k, k_1, k_2, \ell_1, \ell_2, k'_1,$ and $\ell'_1$, have the same meanings as in Proposition 7. Suppose further that the exceptional case of Lemma 12 doesn’t hold. Let $T$ be the set of known primes with unknown component, different from $q$, and $\not\equiv 1 \pmod{q}$. Let

$$\tau = n - b - \sum_{p \in T, \sigma_0(p) \neq 0} \left( v_q(p^{\sigma_0(p)} - 1) + \left\lceil \frac{k'_1 + k_2 - m}{\sigma_0(q)} \right\rceil \right) - (k'_1 - \ell'_1 + k_2)(k'_1 + k_2 - 1).$$

If $\tau > 0$ then one of the unknown primes is not congruent to $1 \pmod{q}$. Further, in this case, one of the unknown primes is at least as large as $\min(q^{\tau'}, 10^{50})$ where

$$\tau' = \min_{1 \leq m \leq k_2} \left\lceil \left( n - b - \sum_{p \in T, \sigma_0(p) \neq 0} \left( v_q(p^{\sigma_0(p)} - 1) + \left\lceil \frac{k'_1 + k_2 - m}{\sigma_0(q)} \right\rceil \right) - (k'_1 - \ell'_1 + k_2 - m)(k'_1 + k_2 - m - 1) - m \left\lceil \frac{k'_1 + k_2 - m}{2} \right\rceil \right) \right\rceil / m.$$

Proof. The proof is similar to Proposition 7. From the equation $\sigma(N)/N = 2$ we see that $q^r|\sigma(N)$, and so we try to account for as many copies of $q$ in $\sigma(N)$ as we can. The quantity $\tau$ is exactly how many copies of $q$ are unaccounted for, if all of the unknown primes are $\equiv 1 \pmod{q}$, and we try to account for as many copies of $q$ as possible from the known primes using Lemmas 2 and 13. If $\tau > 0$ this means we actually have left over copies of $q$, which yields a contradiction, and hence not all of the unknown primes are $\equiv 1 \pmod{q}$.

In this case, let $m$ be the number of unknown primes $\not\equiv 1 \pmod{q}$. Lemma 2 tells us that there are two sources of copies of $q$ in $\sigma(N)$; the exponents of the primes, and $p^{\sigma_0(p)} - 1$. The quantity

$$n - b - \sum_{p \in T, \sigma_0(p) \neq 0} \left( v_q(p^{\sigma_0(p)} - 1) + \left\lceil \frac{k'_1 + k_2 - m}{\sigma_0(q)} \right\rceil \right) - (k'_1 - \ell'_1 + k_2 - m)(k'_1 + k_2 - m - 1) - m \left\lceil \frac{k'_1 + k_2 - m}{2} \right\rceil$$

is the number of copies of $q$ in $\sigma(N)$ not yet accounted for, after we account for as many copies of $q$ as we can (again using Lemmas 2 and 13) except those copies of $q$ which come from $\sigma(p^{\sigma_0(p)} - 1)$ for the unknown primes $p$ with $p \not\equiv 1 \pmod{q}$. Thus, if we divide Equation 2 by $m$, and take the ceiling, we have a number of copies of $q$ that must be accounted for by $p^{\sigma_0(p)} - 1$ for an unknown prime $p$ with $\sigma_0(p) \neq 1$. Since $m$ is unspecified by the hypotheses, we take the minimum over all possibilities. Finally, we apply Lemma 12. \qed

Next we want to prove a result analogous to Proposition 10, except for arbitrary primes. However, there have to be a few differences. First, we need something to
play the role of Lemma 8. It turns out that it doesn’t hurt much to just assume that the large prime, call it \( p \), coming from Proposition 14 may in fact divide \( \sigma(q^n) \). So we can write \( q^{n+1} - 1 = (q - 1)p^m \) for some \( c \in \mathbb{N} \) and \( m \in \mathbb{Z}_+ \). Power this equation to the \( (q - 1) \)st power. Since \( p^{q-1} \equiv 1 \pmod{q^r} \) and \( q^r \leq n \), we have
\[
(q - 1)m \equiv 1 \pmod{q^r}
\]
and hence we can bound \( (q - 1)m \) using an analogue of Lemma 12 (where we look for solutions to the equation \( x^{q-1} \equiv 1 \pmod{q^n} \) which are divisible by \( q - 1 \), rather than prime solutions). The following lemma provides this result:

**Lemma 15.** Let \( q < 1000 \) be an odd prime. Suppose \( a^{q-1} \equiv 1 \pmod{q^n} \) for some \( n \in \mathbb{Z}_+ \) and some integer \( a \) with \( (q - 1)|a \). If \( q \geq 11 \) then \( a \geq \min(q^{q-2}, 10^{50}) \). If \( q = 7 \), then \( a \geq \min(q^{q-3}, 10^{50}) \).

**Proof.** An easy computer search as in Lemma 12. \( \square \)

Next we need to work with possible square factors of \( \sigma(q^n) \), similar to what was done with Lemma 9.

**Lemma 16.** Let \( p \) and \( q \) be primes with \( 10^2 < p < 10^{11} \) and \( q = 7, 11 \) or \( 13 \). If \( q^{p-1} \equiv 1 \pmod{p^2} \) then \( \sigma(q^{\nu(q-1)}) \) is divisible by two primes greater than \( 10^{11} \).

**Proof.** By [16], there are only 3 pairs \((p, q)\) satisfying the conditions, namely
\[
(p, q) = (491531, 7), (863, 13), (1747591, 13).
\]
In the first case, since \( 65|o_p(q) \), just factor \( \sigma(7^{64}) \) to find the two factors \( 444643775931 \) and \( 434502978835771 \). In the second case \( o_p(q) = 862 \). One factor, \( 160026238393933 \), is easily found and another is
\[
\frac{13^{431} + 1}{14 \cdot 863^{3} \cdot 68099}.
\]
In the last case, since \( 195|o_p(q) \), one factors \( \sigma(13^{38}) \) to find \( 57745124662681 \) and factors \( \sigma(13^{64}) \) to find \( 71442881968439190301 \). \( \square \)

We are now ready to prove:

**Proposition 17.** Let \( N \) be an odd perfect number and let \( q = 11 \) or \( 13 \) be a known prime divisor of \( N \), with \( q^n || N \). Let \( \tau, \tau' \) be as in Proposition 14, suppose all the hypotheses of that proposition are met, and let \( p \) be the guaranteed unknown prime. Let \( p_1, \ldots, p_{k-1} \) be the known primes different from \( q \). Let \( \epsilon_i \) be defined as before, and put \( V = \prod_{i=1}^{k-1} p_i^{\epsilon_i} \). Suppose \( k_2 \geq 1 \). Finally, assume that all unknown prime factors are greater than \( 100 \).

If
\[
\min \left( 10^{11}, \frac{10^{50}}{(q - 1)V} \frac{1}{\sqrt{\tau}}, \left( \frac{q^{\tau'} - 2}{(q - 1)V} \right)^{\frac{1}{\sqrt{\tau'}}} \right) > 1
\]
then \( \sigma(q^n) \) has a prime divisor, different from \( p \), among the unknown primes, at least as big as the above minimum. If \( q = 7 \) the same result holds if we replace \( q^{\tau'} - 2 \) by \( q^{\tau-3} \).
Proof. We do the case \( q = 11 \) or 13, the other being similar. So assume the above minimum is greater than 1. First note that if \( d divide (n + 1) \) then \( \sigma(qd^{-1})\sigma(n) \) and so it suffices to show that \( \sigma(qd^{-1}) \) has a prime divisor larger than the above minimum, different from \( p \), for some \( d divide (n + 1) \).

By the method of proof given in Proposition 10, we may assume that at most \( \epsilon_i \) copies of \( p_i \) divide \( \sigma(qd^{-1}) \), for some \( d \) either greater than 100 or equal to \( n + 1 \). Further, because \( 10^{11} \) occurs in the above minimum, we may assume that the only unknown prime greater than \( 10^{11} \) that may divide \( \sigma(qn) \) is \( p \). Then by Lemma 16 and the fact that the unknown primes are greater than 100, we may assume \( \sigma(qn) \) is square-free for unknown primes, except possibly \( p \).

From the proof for Proposition 14, we have \( p^{\sigma(qn)} - 1 \equiv 1 \pmod{q^{\tau'}} \) and \( \tau' \leq n \).

Write \( q^d - 1 = (q - 1)mp^c \) with \( c \in \mathbb{N} \), \( m \in \mathbb{Z}_+ \), and \( \gcd(p, m) = 1 \). Powering this equation to the \((q - 1)\)st power, we have

\[
((q - 1)m)^{q - 1} \equiv ((q - 1)mp^c)^{q - 1} = (q^d - 1)^{q - 1} \equiv 1 \pmod{q^{\min(\tau', 100)}}.
\]

By Lemma 15, \((q - 1)m \geq \min(q^{\tau' - 2}, q^{10}, 10^{50}) = \min(q^{\tau' - 2}, 10^{50})\). Thus

\[
\frac{m}{V} \geq \min\left(\frac{q^{\tau' - 2}}{(q - 1)V}, \frac{10^{50}}{(q - 1)V}\right).
\]

Since \( m/V \) is at least as big as the part of \( \sigma(qd^{-1}) \) made up from the unknown primes, different from \( p \), if we take the \( k_2 - 1 \) root of the minimum we have the appropriate lower bound. \(\square\)

6. Abundance and Deficiency

Let \( n \in \mathbb{Z}_+ \). Recall the multiplicative function \( \sigma(-1)(n) = \sum_{d|n} d^{-1} \) we introduced earlier. This function can alternatively be written using the formula \( \sigma(-1)(n) = \sigma(n)/n \), and so \( \sigma(n)/n = 2 \) if and only if \( \sigma(-1)(n) = 2 \). A number \( n \) is called abundant when \( \sigma(-1)(n) > 2 \) and deficient when \( \sigma(-1)(n) < 2 \). We can use abundance and deficiency computations to limit choices on possible prime factors of an odd perfect number \( N \). First, we extend the definition of \( \sigma(-1) \) by setting

\[
\sigma(-1)(p^\infty) = \lim_{a \to \infty} \sigma(-1)(p^a) = \frac{p}{p - 1}.
\]

Lemma 18 ([25, Proposition 2.2]). Let \( p \) and \( q \) be odd primes. If \( 1 \leq a < b \leq \infty \) then \( 1 < \sigma(-1)(p^a) < \sigma(-1)(p^b) \). If \( a, b \in [1, \infty] \) and \( p < q \) then \( \sigma(-1)(q^a) < \sigma(-1)(p^b) \).

Lemma 19. Let \( N \) be an odd perfect number. Suppose \( p_1, \ldots, p_{k_1} \) are the known prime factors of \( N \), \( p_i^{a_i}|N \), and \( k_1 < k = \omega(N) \). If \( \Pi = \prod_{i=1}^{k_1} \sigma(-1)(p_i^{a_i}) < 2 \), then the smallest unknown prime is

\[
p_{k_1 + 1} \geq \frac{2}{\Pi - 1}.
\]

Proof. We find

\[
2 = \sigma(-1)(N) \geq \left( \prod_{i=1}^{k_1} \sigma(-1)(p_i^{a_i}) \right) \sigma(-1)(p_{k_1 + 1}) = \Pi \cdot \frac{p_{k_1 + 1} + 1}{p_{k_1 + 1}},
\]

where the inequality in the middle follows from Lemma 18. Noting \( \Pi \geq 1 \), we obtain \( \frac{2}{\Pi} \geq 1 + \frac{1}{p_{k_1 + 1}} \). Therefore \( \frac{2 - \Pi}{\Pi} \geq \frac{1}{p_{k_1 + 1}} \) and taking reciprocals gives us the result, since \( 2 - \frac{\Pi}{\Pi} > 0 \). \(\square\)
Note that in the lemma if \( \Pi > 2 \) then \( \prod_{i=1}^{k_1} p_i^{a_i} \) is abundant, hence \( N \) is abundant. If \( \Pi = 2 \), then \( \prod_{i=1}^{k_1} p_i^{a_i} \) is already an odd perfect number.

The following lemma is the true key to our search for odd perfect numbers, as simple as the proof is (after wading through the hypotheses). This is because we built up machinery in the last few sections to find bounds for large prime divisors of \( N \).

**Lemma 20** (cf. [5, Lemma 2.2]). Let \( N \) be an odd perfect number. Let \( p_1, \ldots, p_k \) be the prime divisors of \( N \), and let \( a_i \) be such that \( p_i^{a_i} || N \). Fix the numbering on the indices so that \( p_1, \ldots, p_{\ell} \) are the primes with known prime component, \( p_{\ell+1}, \ldots, p_k \) are the other known primes, and \( p_{k_1+1} < \ldots < p_k \) are the unknown primes. Suppose among the unknown primes we have bounds \( p_{k_1+1} > P_1 > 1, \ldots, p_{k-v+1} > P_v > 1 \), with \( v < k_2 \). For each \( u = 0, 1, \ldots, v \), set

\[
\Delta_u = \left( \prod_{i=1}^{\ell} \sigma_1(p_i^{a_i}) \right) \left( \prod_{i=\ell+1}^{k_1} \frac{p_i}{p_i - 1} \right) \left( \prod_{i=1}^{u} \frac{P_i}{P_i - 1} \right).
\]

Finally, suppose \( k_2 > 0 \).

If \( \Delta_u < 2 \) then the smallest unknown prime is

\[
p_{k_1+1} \leq \frac{\Delta_u(k_2 - u)}{2 - \Delta_u} + 1.
\]

Therefore,

\[
p_{k_1+1} \leq \min_{u \in [0, v], \Delta_u < 2} \left( \frac{\Delta_u(k_2 - u)}{2 - \Delta_u} + 1 \right).
\]

**Proof.** We compute

\[
2 = \sigma_1(N) = \prod_{i=1}^{k} \sigma_1(p_i^{a_i})
\]

\[
\leq \left( \prod_{i=1}^{\ell} \sigma_1(p_i^{a_i}) \right) \left( \prod_{i=\ell+1}^{k_1} \sigma_1(p_i^{\infty}) \right) \left( \prod_{i=k_1+1}^{k} \sigma_1(p_i^{\infty}) \right)
\]

\[
= \Delta_u \prod_{i=k_1+1}^{k} \sigma_1(p_i^{\infty}) \leq \Delta_u \prod_{i=0}^{k-u-1} \sigma_1((p_{k_1+1} + i)^{\infty})
\]

\[
= \Delta_u \frac{p_{k+1} + k - u - k_1 - 1}{p_{k_1+1} - 1} \leq \Delta_u \left( 1 + \frac{k_2 - u}{p_{k_1+1} - 1} \right).
\]

Now, recall that \( u \leq v < k_2 \) which implies \( k_2 - u \geq 1 \). Also \( 0 < \Delta_u < 2 \), so we solve the main inequality as we did in the previous lemma, finding

\[
p_{k_1+1} \leq \frac{\Delta_u(k_2 - u)}{2 - \Delta_u} + 1.
\]

The last statement follows. \( \square \)

One major difference between Lemma 20 and Lemma 19 is that if \( \Delta_u > 2 \) then that doesn’t necessarily imply \( N \) is abundant. (It is true that if \( k_1 = k \) and \( \Delta_0 < 2 \) then \( N \) is deficient, however.) This means that we might end up with \( \Delta_0 > 2 \), and hence we have no upper bound on \( p_{k_1+1} \).
7. An Implementation

There are three major differences between our implementation of this algorithm, and the implementations in [5] and [25]:

First, we do not allow the bound \( B \) to increase within the algorithm. Allowing the computer to vary \( B \) fully automates the algorithm at the expense of unnecessary complexity. We fix the number \( B \) at the outset, and only increase it manually if needed.

Second, the use of Lemma 20 allows for stronger upper bounds on intervals for primes. In the terminology of that lemma, our implementation always has \( v \in [0, 2] \), the exact number depending on if we find large prime divisors for \( N \) from Sections 4 and 5.

Third, some of the contradictions are different. Here is a complete list of the contradictions in our implementation:

- **MT** There are too many total factors.
- **MS** There are too many copies of a single prime with known component.
- **S** There is an off prime smaller than an on prime coming from interval computations.
- **A** The number is abundant.
- **D** There are \( k \) known primes, and \( \Delta_0 < 2 \), hence \( N \) is deficient.
- **F** The special prime \( \pi \) belongs to a known component, but the hypotheses of Proposition 7 hold showing \( \pi \) must be in an unknown component due to a Fermat prime.
- **N** There are no primes in the interval given by Lemmas 19 and 20, or there are primes in the interval but they are already known, on primes.
- **SF1** There are \( k - 1 \) known primes, and the interval formula gives an upper bound of \( p_k < C \), but we know from the fact that a large power of a small Fermat prime divides \( N \) that some unknown prime is larger than \( C \), by Proposition 7.
- **SF2** Similar to SF1 except we have a contradiction between the interval formula and Proposition 10.
- **SNF1** Similar to SF1, except we have a contradiction from a small non-Fermat prime, using Proposition 14.
- **SNF2** Similar, using Proposition 17.

The first seven contradictions are all standard, while the last four are new. There were other contradictions we might have included, but they either rely heavily on the extensive computations of others or do not present a significant increase in the speed of the algorithm.

8. Points of Improvement on the Algorithm and the Results

The algorithm was implemented in Mathematica on a Pentium 4 personal computer. The factorizations of \( \sigma(p^a) \) were carried out using a only a probable primality test, good for integers \(< 10^{16} \). Thus, if a factor of \( \sigma(p^a) \) was larger than this bound, Mathematica’s primality proving routine was also run.

After a few trial runs of the algorithm it became clear that certain modifications would speed up the process. First, the bound \( B \) was too uniform. So, \( B \) was replaced by two bounds \( B_1 \) and \( B_2 \), where a prime \( p < 1000 \) became infinite when \( p^a | N \) and \( p^a > B_1 \), while a prime \( p > 1000 \) became infinite when \( p^a | N \) and \( p^a > \)
We took $B_1 = 10^{50}$ and $B_2 = 10^{30}$. To further speed up the algorithm, all factorizations $\sigma(p^n)$ for $p < 1000$ and $p^n < B_1$ were put in a table beforehand. Also, to save time when computing $o'_q(p)$ and $o_q(p)$, we replaced them with $q-1$ whenever $q > 10^{40}$ (which, while inaccurate, does not make bounds invalid, only weaker).

Running the algorithm gives an output of 2857959 lines, taking about two days to finish. One of the longest cases (besides $3 \infty 5 \infty 17 \infty 257 \infty$) is $3 \infty 4 \infty 11 \infty$. This is because the bound given in Proposition 17 depends on taking $(k_2 - 1)$st roots. So, when $k_2 = 3$ the bound is really around the square-root of where it should be. To get around this problem, $B_1$ can be further increased only for the primes 7 and 11. After this is done the overall output is significantly reduced. With these improvements, and doing all the cases $1 \leq k \leq 8$, there are 1465127 lines of computation (about half of the previous run) taking about 18 hours. Thus we obtain:

**Theorem 21.** An odd perfect number has at least 9 distinct prime divisors.

Running the algorithm with $B_1 = 10^{50}$, $B_2 = 10^{30}$, $1 \leq k \leq 11$, and forcing $3 \nmid N$, also terminates without finding any odd perfect numbers, with 1679607 lines of output. Thus:

**Theorem 22.** An odd perfect number $N$ with $3 \nmid N$ has at least 12 distinct prime divisors.

With the way we have chosen the contradictions and propositions, the only results we used which are proved outside of this paper consist of:

(i) The easy to prove non-computational lemmas, such as the Eulerian form, the results of Section 3, Lemma 8, Lemma 11, and Lemma 18.

(ii) The results of [16] for primes no greater than 17.

Files containing the printouts demonstrating the validity of Theorems 21 and 22 are available on the author’s website at:

http://www.math.uiowa.edu/~ppnielse/pace.html

9. Future Results

This paper has shown that $\omega(N) \geq 9$. To do the next case $\omega(N) \geq 10$ we would have to show that $\omega(N) = 9$ gives rise to a contradiction. To do this case with these techniques, in a reasonable amount of time, it would be necessary to find a strong upper bound for $p_{k-2}$, or significantly increase the lower bound on $p_{k-1}$. For example, consider the case of

$3 \infty 5 \infty 17 \infty 257 \infty 65537 \infty 4294967311 \infty$.

We can make the powers on these primes so large that we may, for all intents and purposes, assume $p_k$ is as big as we like (except not quite big enough to use [22]). However, the best we can do with our tools for $p_{k-1}$ is $10^{13}$, which is already smaller than the lower bound already given by the interval formula for $p_{k-2}$! The interval for $p_{k-2}$ has a length of about $10^{18}$, which is much too large to check one prime at a time, in any reasonable amount of time (even if the project was distributed over the internet).

One might try to improve the results of [16] to get around this problem, but it is currently computationally unfeasible to make large enough gains to affect the case.
OPN’s have at least nine distinct prime factors \( \omega(N) = 9 \). Another possible line of attack would be to suppose that two primes \( q_1, q_2 \) divide \( N \), each to a high power. Then one might be able to prove that \( \sigma(q_1^{n_1}) \) and \( \sigma(q_2^{n_2}) \) must each have large divisors, different from one another, once \( n_1 \) and \( n_2 \) are large enough. Another alternative would be to show that the square part of \( \sigma(q^{n}) \) is small.

The algorithm and methods described here have other uses that could be implemented immediately. For example, one could add additional contradictions to prove results such as the following: “If \( \omega(N) = 9 \) then \( N \) must have at least 100 (not necessarily distinct) prime divisors.” Since the purpose of this paper is to introduce new ideas, and not merely improve existing results, such improvements are left to the interested reader to explore.
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